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Abstract: Deep neural networks have achieved high accuracy in the field of image recognition. Its technology is 
expected to use the medical, autonomous driving and so on. Therefore, various deep learning methods have 
been studied for many years. Recently, many studies used a backbone network as an encoder for feature 
extraction. Of course, the extracted features are changed when we change backbone networks. This paper 
focused on the differences in features extracted from two backbone networks. It will be possible to obtain the 
information that cannot be obtained by a single backbone network, and we can get rich information to solve 
a task. In addition, we use cross cooperative learning for fusing the features of different backbone networks 
effectively. In experiments on two kinds of datasets for image segmentation, our proposed method achieved 
better segmentation accuracy than conventional method using a single backbone network and the ensemble 
of networks. 

1 INTRODUCTION 

Convolutional Neural Network (Krizhevsky, A., 
2012) achieved high accuracy in various kinds of 
image recognition problems such as image 
classification (Szegedy, C.,2015)( Wang, F., 2017), 
object detection (Redmon, J. 2016)( Liu, W.,2016), 
pose estimation (Cao, Z., 2018) etc. In addition, 
semantic segmentation assigns class labels to all 
pixels in an input image. This task recognizes various 
classes at pixel level. Semantic segmentation using 
CNN is also applied to cartography (Isola, P., 2017)( 
Ronneberger, O., 2015), automatic driving (Chen, 
L.C., 2018) (Yang, M., 2018), medicine and cell 
biology (Ji, X., 2015)(Havaei, M., 2017). Especially 
in autonomous driving, it is necessary to instantly 
predict various classes such as people, cars and signs 
from in-vehicle images. Therefore, semantic 
segmentation technology is important to realize 
autonomous driving. In this paper, we work on 
semantic segmentation task for autonomous driving. 
We proposed cooperative learning method (Ryota, I. 
2021) as conventional study. Neural network is 
derived from the human brain structure. Cooperative 
learning was based on the group learning of humans. 
We used the learning method in a neural network. 
Basic cooperative structure is showed Figure 1.  

 
Figure 1: The structure of one-way cooperative network. 

In Figure 1, we prepare two CNNs with the same 
structure. Then, we introduce paths between two 
networks for sending feature maps. Due to this 
structure, bottom CNN can obtain new feature maps 
from top network. Previous study used the exactly 
same CNN structure. In other words, previous 
cooperative learning is consulted with the same 
person. There is a problem that bottom CNN cannot 
get completely new information from top CNN. 
Therefore, we propose to give completely different 
feature maps in cooperative learning. We use two 
kinds of backbone networks and extract different 
features. Then, we use cross cooperative learning to 
effectively fuse those features obtained from different 
backbone networks. By sending the features 
mutually, each network has rich features and 
improves the accuracy. 
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Figure 2: The overview of our cross cooperative network method. 

We conducted the experiments on two kinds of 
famous datasets. The first dataset is the Pascal VOC 
2012 (Everingham, M., 2010). The second one is the 
Cityscapes(Cordts, M., 2016) which is captured by 
in-vehicle camera. We see that the proposed method 
achieved higher accuracy than “single network”,” 
previous cooperative network” and ”the ensemble of 
networks”.  
This paper is organized as follows. In section 2, we 

describe related works. The details of proposed 
method are explained in section 3. In section 4, we 
evaluate our proposed cross cooperative learning on 
segmentation tasks. Finally, we describe conclusions 
in section 5.  

 
Figure 3: The structure of DeepLabV3+. 

2 RELATED WORKS 

The state-of-the-art approaches for semantic 
segmentation are based on CNNs. The famous 
approach is based on Fully Convolutional Network 
(FCN) such as SegNet (Badrinarayanan, V., 2017), 
U-net (Ronneberger, O., 2015) and so on. They had 
the simple structure of FCN but sharp accuracy 
improvements have been achieved by new 
architectures in recent years. One of the problems in 
semantic segmentation is that CNN lost spatial 
information by reducing the resolution in feature 
extraction process. Dilated convolution was proposed 
to solve this problem. It can extract the features while 
preserving spatial information by expanding 
receptive fields sparsely without reducing resolution. 
In the other works, PSPNet (Zhao, H., 2017) and 
DeepLab (Chen, L.C., 2018) proposed ASPP module.  
This module aggregates feature information at 
multiple scales. Thus, these works can get multi-scale 
contextual information and achieved high accuracy. 

 
Figure 4: Cross cooperative connection in our method. 

Fusion of Different Features by Cross Cooperative Learning for Semantic Segmentation

583



In the latest semantic segmentation, they used 
deep and large backbone network such as ResNet 
(He, K., 2016), VGG (Simonyan, K., 2014), 
Xception(Chollet, F., 2017). By using those backbone 
networks, recent works achieved high accuracy. For 
example, PSPNet used the ResNet101, and it showed 
high accuracy in in-vehicle dataset. DeepLabV3+ 
used ResNet101 or Xception for feature extraction at 
encoder. On the other hand, when we want to reduce 
inference time, we should use light backbone 
networks such as MobileNet (Sandler, M., 2018) and 
EfficientNet (Tan, M., 2019). As described above, 
many works use backbone network that suits their 
purpose. 
Basically, features are different when we changed 

backbone networks. There is information which are 
easy to extract and difficult to extract by the kind of 
backbone network architecture. Therefore, it is 
important for us to select backbone architecture. In 
this paper, we focused on various information 
obtained from different backbone networks. We 
improved the segmentation accuracy by effectively 
fusing the features of different backbones. 

3 PROPOSED METHOD 

3.1 Overview 

 Conventional cooperative learning (Ryota, I., 2021) 
was used completely same two networks like figure1. 
In other words, this structure is learning by two 
exactly same persons.  Thus, there was a problem that 
networks have only similar information even if we 
share feature maps between two CNNs. To overcome 
the problem, we propose that not use the same 
person's information but use the information of other 
persons in new cooperative learning.  The aim of new 
cooperative learning is making a cooperative learning 
that two networks are different like another person 
each other.  Therefore, we considered use different 
backbones in cooperative network to obtain different 
information in each network. In addition, we integrate 
different features from each backbone network by 
cooperative learning to solve a segmentation task. 
In our method, we introduce different backbones. 

Different backbone networks can extract different 
features. But, there are easy to extract information 
and hard to extract information for backbone 
network. If we can supplement each with information 
from two different backbones by using cooperative 
learning, we can overcome this weakness.  

In addition, using various kinds of features from 
two backbones, our method can use the features that 

a single backbone network cannot extract. From this 
above, we thought our method improves the 
segmentation accuracy. 
We explain the details of networks in section 3.2. 

We explain the connection methods between two 
backbone networks in section 3.3. 

3.2 Details of Network 

Our proposed method was created based on 
DeepLabV3+. We use the ResNet and the Xception 
as backbones because the ResNet is used as the 
backbone network in many tasks and the Xception is 
higher extraction ability than the Resnet by separating 
channel convolution and spatial convolution. We 
show the overview of the proposed method in Figure 
2. In particular, backbone1 is the Xception-65 and 
backbone2 is the ResNet-101. We used two backbone 
networks pretrained by ImageNet.  
Next, we explain the structure of our cooperative 

learning in Figure 2. Previous cooperative connection 
was only one-way path from top network to bottom 
network (Cordts, M., et. al.,2016). Our method uses 
cross connections which can send feature maps each 
other. We introduce the cross connection because we 
would like to fuse two different information in top 
and bottom networks. We used this connection at all 
layers in decoders and ASPP module of 
DeepLabV3+. By using the connection, top and 
bottom networks are expected to obtain information 
that single network cannot have. Therefore, cross 
connection is more effective than conventional one-
way cooperative network. Finally, we obtain two 
outputs from both CNNs for calculating losses. We 
use these two losses to let the network learn 
simultaneously for cooperative learning. We use 
SoftMax Cross Entropy (CE) as a loss function. 

Loss = Loss1 + Loss2 ・ ・・ (1) 

where Loss1 is the CE loss for Top CNN and Loss2 
is that for Bottom CNN. Both losses are optimized 
simultaneously. 

3.3 Connection Method 

The structure of DeepLabv3+ is shown in Figure 3. 
This model has backbone and ASPP as encoder, and 
uses a decoder for predicting segmentation result. We 
introduce cross cooperative connections to each layer 
in the ASPP module and Decoder to effectively use 
the features from different backbones. 
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Table 1: Accuracy on the PASCAL VOC2012 dataset. 

 
 

 
Figure 5: Ensemble output and ensemble method. 

Connection1(Red Line) and Connection2(Blue 
Line) in Figure 3 are the outputs from backbone 
network and ASPP module. These connections have 
original information extracted from the encoder. 
Thus, if we also introduce cross cooperative 
connections after Connection 1 and 2 as shown in 
Figure 4, we can improve the accuracy further.  

Table 2: Comparison with other models on the 
PASCALVOC2012 val set. 

 
Therefore, we also add cross cooperative 

connections to the output of Connection 1 and 2. 
Cross cooperative connection after Connection 1 
gives the information from two different backbones 

to each ASPP module. Cross cooperative connection 
after Connection 2 gives the information that 
enhanced by each ASPP to each decoder. This 
structure can be expected to provide more useful 
information for learning.  
In experiments, we also evaluate the proposed 

method without Connection 1 and 2 to investigate the 
effectiveness of them.  

4 EXPERIMENTS 

In this section, we show experimental results. Section 
4.1 describes the details of the dataset. Section 4.2 
explains the implementation details. Section 4.3 
shows the results on the PASCAL VOC dataset and 
section 4.4 presents the results on the Cityscapes 
dataset. Finally, in section 4.5, we show the 
comparison results about the connections. 

4.1 Datasets 

In this paper, we evaluate the proposed method using 
the PASCALVOC2012 and Cityscapes datasets. We 
describe the two datasets as follows. 

4.1.1 Pascal Voc2012 

This dataset includes various kinds of images. There 
are 10,582 images in training set, 1,449 images in 
validation set and 1,456 images in test set. These 
images involve 20 foreground object classes and one 
background class. In this study, we use validation set 
to get the best model. We evaluate the best model 
determined by validation set for test set. In addition, 
we randomly cropped the images of 513 × 513 pixels 
from training set, and we cropped a center region in 
validation and test phase. 
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Figure 6: Segmentation result on the PASCALVOC 2012 dataset (val). 

4.1.2 Cityscapes 

This dataset includes the images captured by in-
vehicle camera in Germany. All images are 2048 × 
1024 pixels in which each pixel has high quality 19 
class labels. There are 2,979 images in training set, 
500 images in validation set. In this paper, we 
randomly cropped images of 768×768 pixels and 
used them for training. 

4.2 Implementation Details 

We implement our method by the Pytorch library and 
cross cooperative learning based on DeepLabV3+. To 
do fair comparison, we evaluated DeepLabV3+ and 
the proposed method under the same conditions on 
the same PC. We used single Deeplabv3+ (Resnet101 
and Xception-65) and ensemble method model 
(figure 5) as a baseline for comparison. In our 
method, the batch size was fixed to 6 and SGD was 
used as the optimizer. The learning rate was set to 
0.007 for PASCALVOC and 0.035 for Cityscapes. 
We used intersection over union (IoU) and mean IoU 
(mIoU) as evaluation measures.  

4.3 Evaluation Result on 
Pascalvoc2012 Dataset 

We evaluated the accuracy on validation set in the 
PASCAL VOC dataset. We compared four methods; 
a single network, the conventional cooperative 
learning, our proposed method, and our method 
without all cross cooperative paths between two 

networks. Our method has two outputs from top and 
bottom network. We have shown the results of each 
output in the Table 1.  

The red number in Table 1 represents the 
maximum accuracy. We see that our proposed 
method achieved the highest accuracy in Table 1. The 
accuracy was improved more than 1.4% in 
comparison with a single network (Deeplabv3+). 
This result shows the effectiveness of the proposed 
method which fuses the features extracted from 
different backbones. 

In conventional one-way cooperative learning 
(Cordts, M., et. al.,2016), we send the feature maps in 
top network to only bottom network. However, the 
method induced the accuracy difference between top 
and bottom networks, because top network cannot 
receive additional feature maps. Here we introduce 
cross connection to overcome the problem. Top 
network can get information of bottom networks 
Therefore, we achieved high accuracy in both 
networks. We see that the proposed method 
overcomes the weakness of the conventional method 
and improved the accuracy. Next, we reveal the effect 
of cooperative connection by comparing with the 
ensemble of two networks as shown in Figure 5. The 
ensemble method is just adding the final output to the 
outputs of two networks. Table 1 showed that our 
proposed method is 1.0% higher than the ensemble. 
This result indicated more effective than standard 
ensemble of two networks. Thus, our proposed cross 
connection is useful for fusing the feature maps of 
different backbone networks.  
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Figure 7: Segmentation results on the Cityscapes dataset (val). 

Table 3: Accuracy on the Cityscapes dataset using 
DeepLabV3+. 

 

Table 4: Comparison with other models on the Cityscapes 
val set. 

 

We show the comparison results with other 
segmentation models in Table 2. Conventional 
segmentation models have only one backbone 
network. Our method with two backbone networks 
achieved higher accuracy than those methods. These 
results demonstrated the effectiveness of the 
proposed cross cooperative learning method.  

Figure 6 shows the segmentation results. In the 
first row, the red area is recognized correctly by 
single Deeplabv3+ using Xception, but not 
recognized by that with ResNet101. On the other 
hand, the blue area is recognized correctly by that 
with ResNet101 though Xception based Deeplabv3+ 
cannot recognize well. Many segmentation results 
showed the improvement of our method though we 

discovered a few results with bad influence. Thus, 
qualitative results also demonstrated that our 
proposed method could incorporate two feature maps 
effectively.  

4.4 Evaluation Result on Cityscapes 
Dataset 

We also evaluated the proposed method on the 
Cityscapes dataset. For fair comparison under the 
same condition, single Deeplabv3+ network was 
evaluated with own implementation.  

Comparison results with Deeplabv3+ are shown 
in Table 3. Our method which uses DeepLabv3+ as a 
baseline improved over 2% on mIoU than single 
Deeplabv3+ using each backbone. Table 4 shows 
comparison results with the other segmentation 
models. Table 4 show that our method is higher 
accuracy than the other models which use ResNet-
101 or Dilated-ResNet as backbone. These results 
showed that our method using feature fusion is more 
effective. 

Figure 7 shows the segmentation results on the 
Cityscapes dataset. Similarly with the PASCALVOC 
2012 dataset, the proposed method can incorporate 
the advantages of each backbone network. We can 
show that our method was also useful for improving 
the accuracy on another dataset. 

4.5 Ablation Study 

As introduced in Section 3-3, the proposed cross 
cooperative learning contains two additional cross 
cooperative connection at Connection 1 and 2. 
Therefore, we study their contributions on 
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PASCALVOC2012 dataset. As shown in Table 5, 
when we did not introduce additional connections, the 
accuracy was 80.36%. The gain of cross cooperative 
connection at Connection1 is 0.16%. When we add 
cross connection at Connection2 to our method, it 
boosted 1.15% in comparison with the proposed 
method without additional connections. Especially, 
ASPP improved the feature extraction ability by 
performing some dilated convolutions and pooling, 
and it can obtain beneficial feature maps. Therefore, 
cross connection at Connection1 brings good effect to 
ASPP and cross connection at Connection2 brings 
good effect in decoding the extracted information. 
These results demonstrated the effectiveness of the 
additional cross cooperative connection. 

5 CONCLUSION  

In this paper, we proposed new cooperative learning 
method by fusing the features of different backbone 
networks for semantic segmentation. Especially, we 
used cross cooperative learning with two different 
backbones, and our method improved the 
conventional cooperative learning.  We confirmed 
that our method improved the segmentation accuracy 
on the PASCAL VOC2012 dataset and the Cityscapes 
dataset.  

The proposed cross cooperative network used 
much calculation resource because our method needs 
multiple backbone networks. Therefore, we would 
like to realize the cross cooperative learning with 
lower computational cost and high accuracy. This is 
a subject for future works. 
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