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Abstract: The energy consumption of the Internet of Things is predicted to be about a quarter of the total world-wide 

energy consumption by 2030. There are already numerous approaches and operating strategies to reduce the 

energy consumption of wireless sensors. Nevertheless, it is essential to implement a formalized model-based 

development process that enables the designer of IoT nodes, platforms and systems to balance between the 

function and non-functional requirements with respect to energy consumption. Therefore we promote a 

model-based systems design methodology that employs multi-physical co-simulation in a virtual simulation 

environment in order to optimize the overall energy consumption. 

1 INTRODUCTION 

The term Internet of Things (IoT) was coined in 1999 

by K. Ashton from the Massachusetts Institute of 

Technology. Although there is no exact definition 

(Prockl 2012), IoT describes linking identifiable 

physical objects with each other and users via an 

internet-like structure (Kaufmann 2020). The objects 

collaborate via information- and communication 

technologies (ICT). The term IoT is widely used 

nowadays and vastly popular. A study concerning IoT 

(Mauerer 2020) shows that companies that 

established IoT projects benefit from higher 

profitability, reduced costs and increased sales. They 

also record lower downtime and achive higher 

utilization. IoT applications can be found in nearly 

every application area such as productions and 

logistics, mobility, living and health. In the building 

sector multisensor systems are often used to monitor 

the status of technical equipment such as photovoltaic 

systems (Hussain 2019). Also in energy and grid 

management, especially in smart grids, monitoring 

via distributed sensors is an essential requirement 

(Laß 2019). In the area of smart farming IoT is used 

to connect hundreds of small swarm robots to sow, 
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weed and harvest instead of using one single tractor. 

This allows the work to be carried out faster and more 

precisely. Additionally, underground wireless sensors 

provide information about how many nutrients have 

to be applied to the soil. Although (Aulbur 2019) 

predicts that long term “in-ground sensors will be 

replaced by in-vehicle sensors as the technology 

improves”. Also in the field of productions and 

logistics so called smart factories are on the rise. 

Intelligent machines that exchange their status, filling 

level or maintenance cycles with each other enable 

production facilities to react dynamically to changes 

in production processes and hence become highly 

adaptive.  

(Koomey 2011) investigated the evolvement of 

efficiency of computation over several decades. 

There are strong indications that energy consumption 

per computational operation will decrease with the 

miniaturization on transistor level. According to 

Koomey’s law, this will drive mobile embedded 

computing applications. However, Koomey also 

states that power consumption of memory, 

communication and other hardware might not 

necessarily follow that trend, i.e. Koomey’s law 

might not apply to IoT applications that heavily 

utilize networking. 
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According to (Frost and Sullivan 2020), about 26 

billion devices will be connected in the IoT by 2030 

particularly in the fields of collaborative robots, cloud 

manufacturing, virtual reality, remote maintenance of 

machines, digital twin technology, and autonomous 

driving. This rapid development will be significantly 

accelerated by the introduction of the 5G standard for 

communication, that has been designed with respect 

to the demands of the IoT.  

However, the expected growth is expected to raise 

new challenges, especially regarding energy 

consumption:  

While the efficiency of data transmission over the 

internet is expected to improve over time (Aslan 

2018), there are indications that the overall energy 

consumption by data transmission is predicted to 

grow due to the steep increase in the number of 

networked devices enabled by the new technologies 

(Andrae 2015), even when accounting for the 

improved efficiency of 5G. (Jones 2018) estimated 

that the overall energy consumption of 

communication networks will increase due to the 

growing traffic, i.e. improvements in transmission 

efficiency would be compensated. This would be in 

blatant contradiction to the global goal of the 

international community to reduce energy 

consumption in order to limit the global warming to 

2 K. Besides the, admittedly uncertain,  energy 

prognoses on a global scale, energy comsumption 

also matters on a small scale: In case of mobile 

wireless IoT devices, increased energy consumption 

on the device level causes problems especially in 

mobile applications, e.g. wireless sensor networks, 

where data exchange is not permanent and local 

energy storage devices are used, that are subject to 

environmental conditions. The resulting demand for 

regular battery replacement raises challenges of 

maintenance of IoT devices and the question of 

resource efficiency of such applications in general. 

This aspect has been investigated by (Bonvoisin 

2012) at the example of a sensor network, integrating 

environmental costs of production and replacement of 

components over the lifetime of the whole 

application. Besides resource awareness during the 

production, which is beyond the scope of this paper, 

the optimization of energy consumption by system 

design and  operation will be considered here. 

A number of actions to reduce the energy 

consumption of the IoT are already established. These 

include for instance (Nandyala 2016): 

▪ Turning off inactive nodes (sleep mode) 

▪ Sending required data only 

▪ Using radio optimization techniques 

▪ Using data reduction mechanisms 

▪ Using energy-efficient routing techniques 

▪ Using renewable green power sources such as 

energy harvesting 

Still an open question is how to orchestrate these 

measures dynamically at run-time, especially in case 

of time-varying environments. This will require the 

IoT system to become an adaptive system. 

Considering the metamodel presented by (Sabatucci 

2018), the adaptation integrates functional as well as 

non-functional aspects related to the energy level on 

the device. The result is a complex system that can 

adapt it’s operation schedule following a 

multicriterial decision making process.  

We therefore propose a paradigm shift towards 

the introduction of intelligent energy-awareness for 

any kind of IoT hardware nodes. While energy-

analysis functionality is already featured by many 

nodes, there is still a great deal of unused potential for 

optimizing energy consumption by leveraging 

intelligent and adaptive operation. However, this 

requires new design principles such as model-based 

systems design. In the following, we will sketch some 

of the changes that are needed in the system design 

process to enable a more intelligent use of ressources. 

From this, a corresponding hardware structure 

including intelligent software control is derived, 

which is described in more detail below. 

2 ENERGY AS A KEY DESIGN 

PARAMETER IN IoT SYSTEMS 

The energy consumption of an IoT device strongly 

depends to the actual application scenario, i.e. the 

attached sensors, utilized communication technology, 

and many other parameters, for instance sampling 

rates, required on-board signal processing or quality 

of the radio connection. While a wireless sensor in the 

agricultural sector or in a smart city application might 

not require maintenance for years, a self-powered 

vibration sensor for continuous condition monitoring 

can still be regarded a complex task including several 

compromises in the design . 

Therefore, there are major uncertainties regarding 

battery lifetime and availability, which is why many 

industrial applications and technologies still remain 

in a prototypical or even a research stage. 

2.1 Main Drivers of Energy 
Consumption  

The common smart wireless sensor can  be  regarded 
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as a local energy system, optionally powered by 

environmental sources (see Figure 1). 

 

Figure 1: Energy model of a wireless sensor (according to: 

Martinez 2015). 

Generally, the power consumption has to be balanced 

with the energy supply, either from an energy 

harvesting (EH) system or by renewing, i.e. filling up, 

the energy buffer e.g. by changing a battery. Thus, 

with respect to the energy, the general condition 
 

∫ 𝑃𝐸𝐻(𝑡) 𝑑𝑡

𝑇

0

≥ ∫ 𝑃𝑆𝑌𝑆(𝑡) 𝑑𝑡

𝑇

0

 

 

(1) 

 

has to be satisfied at any time 𝑇, where 𝑃𝐸𝐻  is the 

power on the supply side, and 𝑃𝑆𝑌𝑆  is the power 

consumed by the sensor’s subsystems. 

2.2 Approaches for Low-power IoT 

Wireless IoT devices promise the largest benefit 

when they are operating fully autonomously. It is 

attractive to replace power supply from conventional 

batteries by conversion of environmental energy into 

electrical energy directly at the IoT device. Sources 

for this kind of energy harvesting are for instance 

solar, vibration, or thermal energy (Hadas 2010).   

The main challenge in application of these 

renewable power sources is that the supply is often 

uncontrollable and even unpredictable (Kansal 2007). 

In turn, a system design considering uncertainties and 

a sufficiently sized energy buffer has to be 

implemented. Furthermore, adaptive energy 

management to schedule energy consumption 

according to the available energy supply is necessary 

as shown in (Tahiliani 2018). 

A main area of research and development 

regarding energy reduction of wireless IoT devices is 

the selection of a suitable radio transmission protocol. 

The decision also needs to take into account the 

required radio transmission range. Several standards 

are available with different power consumptions and 

operating ranges: from power intensive WiFi for 

home networking, over Bluetooth or Bluetooth Low 

Energy (BLE) for nearby peripherals down to ZigBee 

and Z-Wave for e.g. metering and industrial 

applications. Other protocols like EnOcean, Long 

Range (LoRa), Narrow Band IoT (NB-IoT) have been 

added with significantly lower power budget and 

longer ranges for home and building automation 

(Krödel 2020). And even 5G with its massive 

Machine Type Communication (mMTC) usage 

scenario aims at very large numbers of connected 

low-power IoT devices (Lei 2020).  

Another important aspect is the intelligent 

organization of larger networks of such nodes in order 

to minimize the number of active nodes for power 

saving purposes. This is the aim of protocols like 

Bluetooth Mesh, Dust Network, IQRF, and 

NeoCortec (Halkier 2020) as well as the model-

checking approaches, as shown in (Demigha 2019).  

Reducing the amount of transmitted data saves 

energy at the IoT device. A possible approach is the 

implementation of data analytics and machine 

learning on the smart sensor platform, which should 

extract the relevant information from the input data 

stream, e.g. acquired by sensors. An example 

comprises anomaly detection with an autoencoder 

algorithm for condition monitoring of bearings (Bose 

et al., 2019). 

The previous example shows that there are often 

trade-offs that developers of such systems have to 

deal with: weighing computing intensive algorithms 

for feature extraction or data compression against 

power demanding data transmission. Similarly, the 

number of sensing events may have to be balanced 

against the achievable measurement accuracy. On top 

of that, data security and privacy requirements are 

demanding additional data encryption. The safer the 

transmission the more compute resources are required 

in the IoT node. In order to support the developers in 

taking informed decisions on such questions, model-

based systems design principles and tools have to be 

employed. 

3 MODEL-BASED SYSTEMS 

DESIGN AND ENGINEERING 

3.1 Model-based Systems Development  

Systematic development processes of complex 
technical systems save time and money, while 
maintaining high standards of quality, reliability and 
safety. 
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Originating from the "scientific method" (Roger 

Bacon), methods like "Plan-Do-Study-Act" to 

iterative and incremental development (IID) have 

emerged, aiming at a continuous and iterative 

workflow with alternating stages of system 

implementation and system design (Larman 2003). 

Modern systems integrate mechanical functions, 

actuators, sensors and information processing, which 

calls for development methods tailored for 

mechatronic systems. Validation of the system design 

requires complex, potentially multi-physical 

simulations before actually implementing the 

hardware. For even more complex systems that 

feature advanced control loops, also hybrid strategies 

such as hardware-in-the-loop simulation, that couple 

real-time simulation and hardware components, have 

been established (Isermann 1996). This mechatronic 

system design (V-model) is widely used in aerospace 

and automotive engineering, has also been 

successfully applied to autonomous systems powered 

by energy harvesting (Hadas 2010, Koch 2012). 

Efforts have been made to transfer methods from 

agile software development to hardware projects. One 

basic idea of agile methods is the early and iterative 

validation and testing of product increments, 

including technical functions, but also acceptance by 

potential customers and users; in case of hardware, 

also a rapid implementation of prototypes is required 

(Schuh 2016). 

The increasing complexity of cyber-physical 

systems, the more general case of an IoT system, 

raised demands for model-based design methods that 

allow for automation of virtual system validation. 

Particularly for distributed, learning (adaptive) 

systems-of-systems, the interactions between their 

subsystems sometimes cause an unpredictable system 

behaviour. This complicates the detection of design 

faults (both hardware design and software). As a 

potential solution, platform and contract based design 

methods have been proposed (Sangiovanni-

Vincentelli 2012).  

 

Figure 2: Example for a Very Simple Component in a 

Contract based Design Scenario. 

These methods are using collections of component 

models on different abstraction levels. The interaction 

of the components, defined by the system topology, 

is analysed by applying assume-guarantee contracts, 

i.e. a component is guaranteed to function properly, 

under the assumption that other components provide 

specified working conditions.  

The concept shall be demonstrated by a very 

simple example as shown in Figure 2. An amplifying 

circuit will guarantee that it interacts with its 

environment variables, i.e. the input voltage Vin and 

output voltage Vout, according to the equation 

𝑉𝑜𝑢𝑡 = g ⋅ 𝑉𝑖𝑛 

under the assumptions that the conditions 

𝑉𝑖𝑛 ≤ 1V 

𝑉𝑐𝑐 ≥ 10𝑉  

are satisfied. 
Contract-based design for optimization of a 

complex distributed control system in the IoT has 
been used for collaborating robots. A system 
simulation has been set up using ROS (Robot 
Operating System), a platform for the implementation 
and simulation of robotic systems (Spellini et al., 
2019). Another application is design automation of 
complex building automation and energy systems (Jia 
2018): Components with standardized interfaces are 
drawn from a library to build a complex automation 
system by a design automation algorithm that aims at 
fulfilling several functional and non-functional 
requirements. These approaches could be transferred 
to the design of networked, energy-aware smart 
sensors. However, this requires component models 
for the building blocks of a wireless sensor node that 
describe the function and its effect on the energy 
balance. Since modelling energy consumption from 
circuit models can be very time consuming, Martinez 
presented an approach to use measured power 
consumption data on subsystem level and estimated 
the energy consumption on the system level from the 
composition of the measured profiles  (Martinez 
2015). 

3.2 Simulation-based Virtual System 
Validation  

Formalized systems development and validation 

requires proper metrics for the evaluation of system 

concepts. In the field of cellular wireless 

communication, several metrics as Quality of Service 

have been established.  

For the integration of energy consumption at the 

device level, the metrics can be enhanced by energy 

related KPI (Martinez‐Caro 2020): 
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QC = ∑ ∑ 𝑐𝑠𝑡𝑎𝑡𝑒  𝑡𝑠𝑡𝑎𝑡𝑒

𝑠𝑡𝑎𝑡𝑒𝑠𝑛𝑜𝑑𝑒𝑠

 (2) 

Where QC is the Quality Cost metric, nodes is the 
number of nodes, states is the number of operational 
states of the nodes, 𝑐𝑠𝑡𝑎𝑡𝑒 is the power consumption 
in each state, and  𝑡𝑠𝑡𝑎𝑡𝑒 the period of each state being 
active. 

The dynamic behaviour of wireless networks can 
be simulated with event driven simulators such as 
OMNeT++. These include also the physical 
characteristics of the transmission paths (e.g. dense 
urban or rural environments etc.). An existing system 
simulation for a LoRa network extends the OMNeT 
framework by the "Quality cost" metric that considers 
the energy needed for the operation of the nodes 
(Martinez-Caro 2020). However, the behaviour of the 
IoT edge devices such as data acquisition and data 
analysis was not included in the simulation. 
The interaction of adaptive (or self-learning) systems 
can be simulated by applying agent-based simulation 
frameworks. In an agent based system-of-systems, 
each IoT device is assumed as self-learning and 
autonomous, with the capability to interact with its 
environment including other agents. Jung et al. 
studied modelling networked IoT systems in a 
production environment (Jung 2020). The developed 
framework offers scalability and also the option for 
hybrid virtual-experimental system validation (HiL). 
One remaining open point is the integration of 
energy-awareness in modelling the agents. 

Jha et al. present a simulation that extends the 
CloudSim framework by the energy consumption of 
IoT devices (Jha 2020). However, the considered IoT 
devices are representing rather wireless sensors 
without considering the option to reduce transmitted 
data directly on the sensor platform. In this approach, 
the analysis is implemented in an intermediate edge 
device, which can be considered to be less energy-
sensitive.  

Simulation of large systems can take high 
computation effort, slowing down the virtual testing 
and validation. D'Angelo et al. developed a scalable 
discrete event simulation framework, that distributes 
the simulation of the networked IoT devices in a 
computing cluster. Furthermore, the simulation can 
switch between models of different abstraction levels 
during runtime, so that efficient computation is 
combined with detailed insights whenever necessary 
(D’Angelo 2016). 

An autonomous, potentially self-powered 
wireless sensor is a multi-physical, cyberphysical 
system, comprising mechanical, electromechanical, 
electronic components as well as software-
implemented functions. For each domain, specific 
simulation tools are available and well established, 
which include Modelica for multi-physical systems or 

SystemC for microelectronic systems. In modern 
development processes, system simulations usually 
interface with sub-models from multiple other 
domains, e.g. by using the Functional Mockup 
Interface (FMI) standard, that has been widely 
adopted (Blochwitz 2011). 

4 PROPOSED SYSTEMS 

ENGINEERING METHOD FOR 

GREEN IoT 

The design of wirelessly connected, low-power IoT 
devices is a highly complex task that requires a 
holistic view on multiple domains and abstraction 
levels as well as HW/SW interaction. Functional 
requirements from data acquisition to data analyses 
have to be balanced with non-functional requirements 
derived from the energy consumption, storage and 
harvesting technologies. In the widely popular V-
model development process, a requirements 
specification is broken down into tasks than can be 
implemented independently. However, especially for 
the analysis of energy-consumption, a more agile co-
design approach is required instead. Technological 
details are strongly affecting the choices on 
architecture- as well as implementation-level. 
Therefore, a model-based systems engineering 
(MBSE) approach needs to be applied that establishes 
technological dependencies and constraints across the 
various stages of the design process. But whereas the 
usual model-driven development is based on static 
data models, we propose to go beyond that by 
employing of multi-domain system-simulation as the 
key technology for solving this multi-criterial design 
optimization problem. This should enable the 
engineers to balance the different functional and non-
functional aspects (Zulkipli 2017) and help to retrieve 
an optimal solution in terms of energy consumption. 
In Figure 3 we have shown a concept for an energy-
aware multi-domain simulation approach. 

 

Figure 3: Energy-aware HW/SW co-simulation: physical 

input (left) is fed into an analog frontend model (center) 

which is coupled to a digital backend model (right). 
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The physical input is fed into a power-aware model 

of the analog system frontend. This frontend model 

includes a model of the sensor data pre-processing 

unit as well as the (possibly) electro-mechanical 

model of the energy harvester. Therefore the system 

is constantly aware of its internal power state. In 

addition, a co-simulation with a model of the digital 

backend (e.g. processor model) is running, which is 

aware of the state and duration of the currently 

executed processes as well as the power-consumption 

of the analog parts. Using this information, a power-

state-machine is able to map the current state/power 

information into the time-dependent energy 

consumption. Our proposed simulation approach has 

to support the following set of features: 
 

• Multi-physical simulation for realistic dynamic 
modelling of energy harvesting and other 
interactions of the IoT device with the physical 
world. This should be implemented using an 
established format standard such as FMI. 

• The system simulation should be scalable, since a 
network might be composed from a large number 
of wireless IoT devices. 

• The modelling environment should support 
parallel execution, e.g. on a high performance 
compute cluster. 

• Each IoT device should be represented as an 
energy-aware agent. The device should 
potentially interact with its physical environment, 
e.g. for data acquisition at a machine or energy 
harvesting; also communication with other 
devices and the possibility to adapt to changing 
requirements, particularly w.r.t. energy supply, 
should be supported. 

 

The sketched approach requires a robust model 

coupling interface in the analog and digital domains. 

For the physical models, we suggest to use the 

Functional Mock-up Interface (FMI) technology. As 

of today, FMI is supported by more than 100 

modelling tools, such as Matlab and many of the 

Modelica simulators. On the digital side, we suggest 

to use SystemC TLM technology, which has the 

required flexibility and performance to model entire 

processors including the software. 
From the above system-simulation approach, a 

continuous and seamless energy-aware design flow 
can be created. The feasibility of the IoT application 
considering the given functional and energy-related 
requirements is assessed from the early beginning to 
the final implementation. Model based validation 
should start with coarse estimations of feasibility and 
should be refined during the design process. This 
includes a step-wise integration of hard- and software 
in terms of co-design and in-the-loop (XiL) methods, 
as shown in Figure 4. 

 

Figure 4: Integration of energy awareness into MBSE. 

5 CONCLUSIONS 

Innovations in microelectronics and communication 

technology enable a rapidly growing number of 

applications for wireless and smart IoT devices. 

However, considering energy consumption in the 

design process is essential to ensure an autonomous 

long-term operation of wireless sensor platforms as 

well as to reduce the overall power consumption of 

large IoT networks. 

As discussed in this paper, the system design 

process of IoT applications is a complex task that has 

to consider functional aspects in parallel to the energy 

sensitivity on device and system level and adaptive, 

time-varying characteristics of the IoT devices. 

The most promising way to cope with this 

challenge seems the adoption of design methods and 

tools for mechatronic systems and integrate them with 

tools from the design of communication systems and 

agent based systems-of-systems. Only with such a 

model-based systems design approach, the full 

potential for lower-power design of green IoT 

systems can be leveraged. 
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