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Violent behavior in our society has been studied from many points of view, yet many cause-effect relations
remain unexplained. Security personnel are normally trained to be alert and recognize potential violent
behavior, but they cannot be 100% effective in recognizing it due to the monotonous nature of their job.
This paper presents the first results of a work in progress detecting violence from the analysis of words in
conversations. We used a set of videos with two person conversations in Spanish and classified them as
violent and non violent. The audio of the conversations was extracted and converted to text. We used
“Ward”, “K-means” and “PAM” (clValid, 2014) to group words, performing a clValid analysis we found
that the hierarchical technique was the best. The percentages of frequency were computed for each term and
the SVM (Meyer, 2014) technique was applied, from which we found that there were unclassifiable terms.
In three of the tests the prediction was erroneous and in another three we obtained good predictions with

respect to the test set.

1 INTRODUCTION

One of the reasons for surveillance is to keep order
and safety in public and private places. The use of
video cameras is necessary, but the personnel in
charge of watching the images may get bored and
miss some events.

Violence is a deliberate behavior with the
intention of causing physical or psychological injury
to other person, and it may also lead to property
destruction. Violence is generally associated with
aggressiveness, but the second is not always
destructive (Villanueva et al, 2007).

Violence is hard to define due to its ambiguity
and subjectivity (Derbas & Quénot, 2014). In
technical definitions violence is defined by visual-
auditory indicators, like high-speed movements
(Gong et al, 2008) and words.

There are many factors that lead to violence, bad
mood, frustration, substance abuse, prescriptions,
also social and environmental factors like family
situations, job instability, friend circle, etc. that can
contribute to it (RStudio, 2014). Violence can appear
in any situation and consequences can be physical
and psychological, generating behaviors and
unwanted situations.

This work shows how standard video
surveillance can be improved by automatically
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triggering some alarms when a conversation that is
monitored has a high probability of being violent.
When this happens some actions can be taken to
avoid violence.

Most of the work related to violence is dedicated
to detect violent scenes in videos. Violent scene
detection (VSD) is an important research problem
and promises several applications like movie/film
inspection, video on demand, semantic video
indexing and retrieval. Recent works are using low-
level and mid-level features to represent violence
concept (Lam et al, 2013) or visual and spatio-
temporal features (Derbas & Quénot, 2014).
However, at present, classification and filtering is
done manually (Fujii & Yoshimura, 2011).

The rest of this paper is organized as follows. We
describe the work in Section 2. Section 3 includes
detailed information of the experiments, results and
our analysis. Finally, conclusions and future work
are presented in Section 4.

2 DESCRIPTION OF THE WORK

For this work, we collected different video segments
where a two person conversation was taking place,
and they were classified as violent or nonviolent.
The audio track was extracted and converted to text.
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The text files were preprocessed to build a term
matrix. The frequency of each word was computed
and presented in a graph and in a word cloud. The
grouping results were validated using “Ward”, “K-
means” and “PAM” with c/Valid, and we used SVM
for the classification.

2.1 Collecting Videos

We collected 100 video segments from different
sources in the internet in the formats mp4 y wmv.
The segments contain conversations of two persons
in Spanish that were classified manually as violent
or non violent (Tables 1 and 2).

Table 1: Collected video segments.

53
47
Lt w0

Table 2: Duration of the videos.

1:12
8:39

2.2 Audio Extraction and Processing

Once the video segments were classified, the audio
was extracted in mp3 format using “Adobe Premiere
Pro CC” (Adobe, 2014). Using the same program,
the audio was converted to text with the Speech
Analysis Model for Spanish. The results were saved
in a .txt file.

There were some problems with the conversion.
The conversion of each audio segment lasted from 3
to 10 minutes, but it was not always successful.
Some of the conversations required manual
transcription because the model could not identify
some words correctly. The number of files
successfully converted by Adobe was 83 while the
other 17 had to be converted manually.

2.3 Pre-Processing

The file “stopwords.txt” that contains all 617
meaningless words like prepositions, articles and
conjunctions was created to filter the texts. Also the
gender was removed manually from some words to
obtain better results.
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The following steps were used to pre-process the
text files for both, violent and non violent
conversations:

e  Load the file.

Build the corpus.

Convert to lowercase.

Eliminate spaces.

Eliminate punctuation signs

Load the file with meaningless words

(stopwords.txt).

Remove generic words (used in R).

e Remove meaningless words (from
“stopwords.txt” and other meaningless
words).

e Build the term matrix.

Table 3 shows how the number of terms is
reduced due to the pre-processing. The 100 more
frequent words for violent and non violent
conversations are shown in Figures 1 to 4.

Table 3: Number of terms before and after pre-processing.

1971 1549
1388 1133
3359 2682

From Figures 1 to 4 we observe that there are
some words that appear frequently in both, violent
and non violent conversations. The difference is that
they are preceded by different words in each case. In
the case of violent conversations, those preceding
words are normally “bad words”.

2.4 Clustering

To validate the best grouping using the clustering
methods “Ward”, “K-means” and “PAM” we used
the connectivity, silhouette and Dunn index. Figure 5
shows the hierarchical grouping with 8 clusters is
the best choice and it is validated with Dunn for the
file with all the conversations.

Using the clValid package from R we
determined that 8 groups is the best solution, and it
is shown in the Dendrogram of Figure 6.

From the grouping generated by “k-means” we
observe that in each cluster we have the words that
appear frequently together in conversations. In
clusters 1, 2, and 7 we have the words used in
violent conversations, and in the others are the
words used in non violent conversations (see Fig. 7).
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Figure 1: The most frequent 100 words in non violent conversations.
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Figure 3: The most frequent 100 words in violent conversations.
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Figure 4: A cloud of the 100 more frequent words for

Figure 2: A cloud of the 100 more frequent words for non ! |
violent conversations.

violent conversations.
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Clu=stering Methods:
hierarchical kmeans pam

Cluster sizes:
2345678910

Validation Measures:

2 3 4 5 & 7 8 ] 10
hierarchical Connectivity 2.9290 7.786% 10.7159 17.8361 18.5028 21.4317 24.3607 25.3607 26.3607
Dunn 0.4749  0.4362 0.4862 0.504%  0.504%9 0.5133 0.5586 0.5586 0.5586
Silhouette 0.8218 0.8211 0.8156 0.8068  0.B033 0.7810 ©0.7720 0.7714 0.7713
kmeans Connectivity  14.9071 16.6933 16.8361 21.6940 27.5520 36.9048 37.5714 34.6425 35.6425
Dunn 0.4309 0.3369 0.3389 0.2139  0.2013 0.1833 0.1833 0.2357 0.2357
Silhouette 0.8148 0.8029 0.7810 0.7631  0.7541 0.6432 0.6431 0.6432 0.6431
pam Connectivity  84.7679 115.2321 175.2448 214.1349 237.7694 260.3389 288.7841 302_.1587 316.8964
Dunn 0.0693 0.0693 0.0630 0.0735 0.078& 0.0786 0.0786 0.0786& 0.0786
Silhouette 0.1555 0.0589 0.0784 0.0960 0.1141 0.1292 0.1437 0.1580 0.1670
Cptimal Scores:
Score Method Clusters
Connectivity 2.929%90 hierarchical 2
Dunn 0.5586 hierarchical 8
Silhouette 0.8218 hierarchical 2
Figure 5: Grouping validation.
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Figure 6: Dendrogram of 8 groups.
cluster 1l: casa maldic guiero faver hij
cluster 2: coge pregunta put favor tema
cluster 3: dinero favor wvas dame herencia
cluster 4: cobrar diciendo jugar escucha apove
cluster 5: quieres quiero miedo facil wvida
cluscer é: insulto cuarenta desverguenza diputdo expresion
cluster 7: pendej estupid adios cono mierda
cluscer &: vas crees mama dijisce miedo

Figure 7: The most important 5 words in each cluster using K-Means.

Using “K-medoids” (see Figure 8) the clusters 1 to 7
contain the words used in both, violent and non
violent conversations, clusters 8 and 9 contain the
words most probably used in violent conversations,
and cluster 10 contains the words most used in non
violent conversations.

In order to classify words with SVM the “e1071”

package for R was used (SVM, 2014). The term
matrix was saved along with the frequency of each
term. If a term appeared more than 50% in non
violent conversations (1 to 47), it was classified as
non violent. On the other side, if a term appeared
more than 50% in violent conversations (48 to 100),
it was classified violent. If the percentage was the
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cluster 1 : casa

cluster 2 :

cluster 3 : ido intrusos mantas sancionara

cluster 4 ! usted

cluster 5 : favor

cluster 6 : quieres

cluster 7 : entonces

cluster § ! apoco buen cabron ejemplo hablas haces hagas put scbrin trabajar
cluster 9 : cabana imbecil largate mal maldit nacido oledor vete

cluster 10 : das dormir miedo puedo traeme vamos voy

Figure 8: Clusters obtained with the K- Medoids
algorithm.

same (50%=V=NV=50%) it was marked not
classified (SIN).

Data was saved in a text file that contains:
Terms, percentage in non violent conversations
(NV), percentage in violent conversations (V), and
the classification (Clas). Figure 9 shows the results
of the classification.

Call:
svm{formula = Clas ~ ., data = dataset)
Parameters:
SVM-Tvype: C—classification
SVH-Kernel: radial
cost: 1

gamma : 0.0004363002

HNumber of Support Vectors: 1118

{ 517 490 111 }

Humber of Classes: 3

Levels:
NV SIN WV

Figure 9: Results of SVM classes and levels.

Among the 454 non violent terms in the test set,
398 were predicted as non violent and 56 as violent.
Also there are 31 terms marked not classified from
which 28 were predicted non violent and 3 as
violent. On the other side there are 278 violent terms
in the test set. From those, 60 were predicted as non
violent and 218 as violent.

3 INTERPRETATION OF
RESULTS

Table 4 shows the number of terms before and after
pre-processing. Form the table we observe that many
words are removed in order to obtain better results
when classifying a conversation.
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Table 4: Data from the term matrix, violent conversations
vs. non violent conversations.

Table 5 shows the most frequent terms in violent
and non violent conversations. We observe that there
are words that appear in both like “Quieres” among
others.

Table 5: Most frequent terms, violent conversations vs.
non violent conversations.

Casa 25
Quiero 23
Vas 22
Quieres 17
Miedo 14
Maldit@ 25
Pendej@ 22
Dinero 20
Favor 18
Quieres 14

Table 6 shows the grouping validation between 2
and 10 clusters obtained with “clValid” where we
can compare the results with “Ward”, “K-means”
and “PAM”. Also, the validation measures
connectivity, silhouette and Dunn are shown.

Observing the results in Table 6 it is possible to
choose the most efficient technique given that the
smaller values indicate better grouping.

From Table 7, the validation of results, it is
observed that the hierarchical grouping is the best in
each case, and the optimum is with the Dunn
validation with 8 clusters.

4 CONCLUSIONS AND FUTURE
WORK

After analyzing the results we consider pre-
processing an important step to obtain the words
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Table 6: Comparison of results using: “Ward”, “K-means” and “PAM”.

2 3 4

hierarchical Connectivity 239 7.7869 10.7159
Dunn 0.4743 0.4362 0.4862

Silhouette 0.8218 0.8211 0.8136

kmeans Connectivity 14,9071 16.6933 16.8361
Dunn 0.4309 0.3369 0.3369

Silhouette 0.8148 0.8029 0.781

pam Connectivity 84.7679 1152321 175.2448
Dunn 0.0693 0.0693 0.069

Silhouette 0.1555 0.0569 0.0784

o) b 7 3 9 10
17.8361 18.5028 214317 24,3607 25.3607 26,3607
0.5049 0.5049 0.5133 0.5586 0.3386 0.3386
0.8068 0.8033 0.781 0.772 0.7714 0.7713
21694 27.352 36.9048 375714 34.6425 33.6425
0.2139 0.2013 0.1833 0.1833 0.2357 0.2357
0.7631 0.7341 0.6432 0.6431 0.6432 0.6431
2141345 237.76%4 2603389  288.7341 302.1387 316.8964
0.0735 0.0786 0.0786 0.0786 0.0786 0.0786
0.096 0.1141 0.1292 0.1437 0.158 0.167,

Table 7: Optimum results for grouping.

hierarchical

0.5586 hierarchical 8

0.8218 hierarchical 2

most used in violent and non violent conversations.
The word clouds and term graphs were very useful
to visualize the most used words and their frequency
in each type of conversationlt was observed that in
both, violent and non violent conversations, there are
terms that are used with similar frequencies, but in
the wviolent conversations these words are
accompanied by other words considered “bad
words” or “rudeness”.

Once the word grouping was performed, eight
groups of words that appear frequently together in
conversations (violent or non violent) were obtained.
Not all the grouping techniques used were adequate,
but the hierarchic technique ward was the most
efficient given that the closeness of their words was
much better than k-means and PAM.

When classifying terms in violent or non violent
using SVM it was observed that some terms cannot
be classified due to the fact that they appear with
similar frequency in both types of conversations. In
the training sets of SVM it was observed that the
performance depends on the size of the test set.

Using the procedure presented in this work it is
convenient to experiment with a larger number of
video segments, and also use a better pre-processing
that can include synonyms and removal of gender in
most words. Also it is convenient to try more data
mining techniques in order to make a thorough
comparison and obtain better results due to the
larger number of terms.

With the procedure presented in this work it is
possible to design a system capable of classifying

automatically conversations as violent and non
violent. And this system can evolve to make this
classification in real-time in order to trigger some
alarm when a conversation turns violent in order to
alert security personnel to take measures.

Another idea that can be explored is to pre-
classify the video segments in categories like sports,
political, family, commercial, etc. and also by region
or social context in order to help the classification
process.
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