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Abstract: Various people detection systems based on camera networks have been developed, and their services (output
of users’ locations) are utilized in a variety of applications. Usually, each application requires a people de-
tection system to keep its quality-of-service (QoS) at a certain level. However, required system QoS levels
vary widely among different applications, and the QoS requirements of each application range over various
QoS factors, such as the coverage area, resolution, and frequency of users’ locations. Moreover, the trade-
off between QoS factors arises from limitations on the system resources, which fluctuate due to changes in
circumstances. Consequently, it is difficult for such systems to stably fulfill the diverse QoS requirements of
individual applications. To deal with these difficulties, we propose a QoS control method for camera network
based people detection systems. Taking into account the trade-off between several QoS factors under limited
and varied system resources, our method dynamically adjusts system parameters and controls system QoS to
provide each application with users’ locations at a required QoS level. Experimental results indicate that our
method well maintain system QoS for the changes in application requirements and system resources.

1 INTRODUCTION of the most popular approaches is the introduction
of hierarchical architecture, which aims at the effec-
Recently, various applications which utilize users’ lo- tive utilization of limited system resources by local-
cations obtained through sensor networks have beerizing the communications and computing of lower-
proposed for a variety of fields including security level image data (Micheloni et al., 2008; Karuppiah
surveillance, smart home care, environment monitor- €t al., 2010). Several approaches reduce consump-
ing, etc. For these purposes, camera network basedion of system resources by selecting part of cameras
people detection systems are widely used (Valera andin the network and assigning tasks to them (Casares
Velastin, 2005; Song et al., 2011; Wang, 2013). and Velipasalar, 2011; Dieber et al., 2011). Another
In a people detection system based on a camera@pproach adaptively adjusts system parameters tak-
network, images captured by cameras are transmit-ing into account the trade-off between consumption
ted via a network, users’ locations are estimated on aOf the system resources and QoS requirements of the
server from these images, and then the estimation re-applications (Hengstler and Aghajan, 2007; Miche-
sults are provided to an application as the system ser-loni et al., 2008; Wang et al., 2010).
vice. Usually, the available system resources forcom-  However, required QoS levels for the camera
munications and computing are limited and varied, network based people detection system vary widely
which affect the quality-of-service (QoS) of the peo- among different applications, and the QoS require-
ple detection system, whereas each application utiliz- ments of each application range over various QoS fac-
ing users’ locations requires the people detection sys-tors, such as the coverage area, output resolution, and
tem to keep its QoS at a certain level. output frequency of users’ locations. Moreover, the
To fulfill the various QoS requirements of indi- trade-off between these QoS factors arises from lim-
vidual applications under limited and varied system itations on the system resources, which fluctuate due
resources, several approaches have been proposed tim changes in circumstances. Consequently, it is diffi-
camera network based people detection systems. Oneult for such people detection systems to stably fulfill
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the diverse QoS requirements of individual applica- is less important.
tions under limited and varied system resources. In addition, the trade-off between QoS factors
To deal with these difficulties, we propose a QoS arises from limitations on the system resources for
control method for camera network based people de- communications and computing. Since the available
tection systems. Taking into account the trade-off be- system resources vary with disturbances (e.g. miscel-
tween QoS factors under limited and varied system laneous traffic and processes), several QoS factors are
resources, our proposed method dynamically adjustsaffected by changes in circumstances.
system parameters and control system QoS to pro-  Accordingly, to make people detection systems
vide each application with users’ locations at a re- more serviceable, they need a QoS control method
quired QoS level. Experimental results indicate that which takes into account the trade-off between QoS
our method can well adapt system QoS to the changesactors under limited and varied system resources
in QoS requirements and system resources. while adjusting system parameters, such as the num-
ber of cameras, size of image, frame rate of image,
and network bandwidth.

2 CAMERA NETWORK BASED

PEOPLE DETECTION SYSTEM 2.2 Relation Model between QoS
Factors and System Parameters

2.1 System Configuration .

For the people detection system, there;are many QoS
Figure 1 shows the supposed configuration of a peoplefactors and system parameters, which areulntrlcately
detection system, which consists of a camera networkINt€Telated. For example, a QoS factor “coverage
and a main server. In this system, images captured@€@’ IS determined by various system parameters
by the cameras are transmitted via the network, users'(6-9-» the number, placement, and specifications of

locations are estimated on the main server from thesecargeraf?)t,) and “output ffrequency”dlshaﬁfelcted by the
images, and then the estimation results are providedtra e-off between QoS factors and the fluctuation in

to an application as services of the system. available system resources Que to not only distur-
Usually, each application requires such a people bances .but also parameter adjustments themselves.
detection system to keep its QoS at a certain level. N this paper, we focus on the coverage area, out-
Those required system QoS levels vary widely among put resolution, and output frequency of users’ loca-
different applications, and the QoS requirements of HONS as the QoS factors, and the number of cameras,
each application range over various QoS factors, suchSiz€ of image, frame rate of image as the system pa-
as the coverage area, accuracy, resolution, delay, and@meters. Furthermore, we simplify the relations be-
frequency of users’ locations (Hengstler and Aghajan, tWeen these QoS factors and system parameters as
2007). For example, in security surveillance applica- SUmmarized in Figure 2. This relation model sup-
tions, the coverage area of users’ locations is an im- POSes that the number of cameras and size of image
portant QoS factor, although the resolution is rarely directly control (i.e. correspond one-to-one with) the
a key issue (Moeslund and Granum, 2001). On the COverage area and output resolution, (espectlvely. On
contrary, in smart home care applications which con- the other hand, the output frequency is supposed not

trol something by users’ locations, the delay and fre-

quency are critical ISSUES, however, the coverage area system parameters ol QoS factors
controlling
QoS factors
misc. traffic network - - -
pofrfmsamsdisgamsmsnsndainy | .
E images =i frame rate of image output frequency
_______ r—-a
camera Pu—— F | Qos
network parameters i y f 11 % requirements fluctuating
§ AN v Y available resources
EPR E—————————— R P main server : app||cat|on )
3 H - disturbances system resources
i |[people detection| : ° securl_ty RETTTTITTTTITEN . RELTYTETTTEETTYEETT TN
3 H surveillance N ; . : )
tarcct area i | misc. processes | : ® smart home -_'"'SC' e | : __network TESOUNCE | &t ting QoS factors
g : i care : i (output frequency)
| ER—— @ environment " 5 fluctuating K g
) | *ewmmmsssssssses’ flUCtUating “assssssssssssssssss®
people detection system |_monitoring available resources

Figure 1: Supposed configuration of a people detection sys- Figure 2: Simplified relation model between QoS factors
tem based on a camera network. and system parameters of people detection systems.
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only to be controlled by the frame rate of image but _ ——
also to be affected by the trade-off between QoS fac- ok main server
tors and the system resource fluctuation due to distur- m— ople detection |
bances and parameter adjustments. T ‘mages 2 locatns
camera 1 ]j" users'’ locations L... y
M— - v parameters . s‘tates | rements
3 QoS CONTROL OF CAMERA e [ |
5 :ﬂ ) licati
NETWORK BASED PEOPLE et WLl omimtin
o (de) activate ® security
DETECTION SYSTEMS :ifgﬁ:éit = . surveillance
parameters o .
igure 3: Structure of the proposed QoS control method for
3.1 QoS Control Method Figure 3: S fth d QoS | method f

camera network based people detection systems.

Figure 3 shows the structure of our proposed QoS @ requirements (required levels and priority order for QoS factors)
control method for camera network based people de- | |

. ) L. cople states (1st, 2nd, ..., and m-th priority QoS Factors)
tection systems. This method is implemented as cam-| e, ——T———— 5
eras, people detection part, and QoS control part.

QoS requirements, which specify required lev- (smrr)um ggg";;c‘;ggs
els and priority order for QoS factors, are supplied T
from an application in advance. Required levels for pgl:galrj;gsegrs
the coverage area, output resolution, and output fre- R
guency are measured by the number of cameras, size sty it | parameters
of image, and times per unit time, respectively. adjusted parameters i i

With the initial system parameters, the cameras ¢--------- Yoo mmmm 2, v
capture images of the target area, and transmit them to
the people detection part on the main server. The peo-
ple detection part estimates users’ locations from the
received images, and provides the application with the tors. Every adjustment is iterated until the difference
estimation results as the system output. The QoS con-in its target QoS factor does not decrease or the dif-
trol part compares the QoS requirements of the appli- ferences in higher priority QoS factors increase.
cation to the states of the people detection part, which  As described in 2.2, we suppose that the QoS fac-
contain observed levels of the QoS factors. Accord- tors are controlled directly by the system parameters.
ing to the differences in the QoS factors between the However, as the number of cameras and/or the size
QoS requirements and the people detection states, thefimage increase, the output frequency is affected by
system parameters are adjusted, and then sent to théne QoS factor trade-off and the system resource fluc-
cameras and the people detection part. tuation. Therefore, it is difficult to control the QoS

With the adjusted system parameters, the camerastactors directly in those cases.
and the people detection part change their own set-  To achieve appropriate QoS control, we approxi-
tings (i.e., activating or deactivating each individual mate the relation between the QoS factors. Suppose
camera, setting image size, and setting image framethat all cameras are set to the same size and the same
rate). Thus, the next series of the processes starts.  frame rate of image. If the people detection part out-

puts a set of users’ locations after receiving the im-
3.2 System Parameter Adjustment ages from all activated cameras, then the maximum
output frequency (OF) is inversely proportional to the
Figure 4 shows the flow of system parameter adjust- cover area (CA) controlled by the number of cameras
ment in our method. Based on the relation model in and the output resolution (OR) controlled by the size
2.2, our method adjusts the system parameters in pri-of image. Consequently, the relation between these
ority order of the QoS factors. For example, when the QoS factors is expressed in
highest priority is assigned to a QoS factor “output a
frequency,” a system parameter “frame rate of image” OF = CAXOR’ Q)
is iteratively modified to reduce the difference in “out-
put frequency” between the QoS requirements and thewherea is a coefficient depending on the system per-
people detection states. Following this, remaining ad- formance. By substituting observed levels of the QoS
justments are carried out for lower priority QoS fac- factors into Eq. (1) in order of their priorities, target

evaluatmg _____ evaluatmg e
QoS factors 05 factors ND

adJustlng
parameters

adJustlng
parameters

V
sending
parameters | ssss
T

v
sending
parameters
T

2nd
priority’

Figure 4: Flow of system parameter adjusting.
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levels can be determined for lower priority QoS fac- Table 1: Specifications of servers.
tors, and amounts for system parameter adjustments majn server

can be estimated from these results. Siocearies CPU Intel Core i7-870 (2.93GHz)
with the available system resources, its initial value GPU NVIDIA GeForce GT 430

is set by the calibration of a target people detection memory SGB

system, and then updated iteratively by the observed g Windows 7 Professional x64

levels of CA, OR, and OF. -
image server

CPU Intel Core i5-560M (2.66GHZz)
memory 8GB
4 EXPERIMENTS oS Windows 7 Professional x64

4.1 Experimental Environment

To demonstrate the effectiveness of our proposed
method, we conducted QoS control experiments on
a camera network based people detection system.
Figure 5 shows the structure of the prototype sys-
tem used in the experiments. This system consists of a
main server and an image server, which are connected
with each other through 100Mbps Ethernet. The spec-
ifications of those servers are listed in Table 1. The
main-server has a QoS control module and-a people
detection module, while the image server has camera |
simulation modules. Those modules are implemented |
in C++. To manage experimental conditions, instead
of an actual camera network, the image server (each

camera simulation module) transmits images to the )
main server (people detection module). rlgure 6; Examples of p:eoplle detection rtesutlts i:)ydtre p:_oto-
The QoS control module is manually provided ype system (green rectangles represent detected loshtion

with QoS requirements (the required levels and pri-
ority order for the coverage area (CA), output resolu-
tion (OR), and output frequency (OF)). According to

' vide03 video4

with multi-camera (CVLab-EPFL, 2012) are used for
transmission, where the size and frame rate of images

the states obtained from the people detection module,2r€ changed with parameters from the QoS control

system parameters (the number of cameras, size ofnodule (the orlgmal size and frame rate_of each video

image, and frame rate of image) to fulfill the QoS re- are 360~ 288 pixels and 25 fps_, respectively). ,

quirements are computed in the QoS control module . EXamples of people detection results (users’ loca-

and sent to other modules. The people detection mod-ions) by the prototype system are shown in Figure 6.

ule is based onpedest ri an_det ect” in “OpenCV- .

2.4.3 GPU demos pack” (Bradski et al., 2012) which 4.2 Experimental Results

is modified to receive multiple image sequences, esti-

mate users’ locations from them, and change its own 4.2.1 Baseline Performance

setting with parameters from the QoS control module.

In the camera simulation modules, videos captured Firstly, we carried out experiments to evaluate the
baseline performance of the prototype system.

image server emert e main server In the experiments, output frequency (OF) is eval-

R users’ uated by varying the number of cameras and the size

_images _’ _| focations of image. The number of activated cameras (cam-

— [camera smulation module era simulation modules transmitting images) is varied

L parameters | Lstates from one to eight, and the size of transmitted image
camera simlation i Secasu S is van_e.d fr_om 144« 115.t0_ 720>_< 576 pixels (|_.e., the
odule — maghnification for the original size 360288 pixels is

. paramefers | _mocule varied from 0.4 to 2). The frame rate of each camera

: - I— is fixed at 25 fps. Experimental results are summa-

Figure 5: Structure of the prototype system. rized in Figure 7. Since the people detection module
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outputs a set of users’ locations after receivingthe im- _ ,
ages from all activated cameras, OF is not more than
a frame rate of 25 fps. Naturally, because of limita-

tions on the system resources for communications andv 1

%(e) %(f) %(g) i(h)
: : required level
—— uvserved value (wnh cal.) s

OR) [mag.]
&

computing, OF decreases as the number of cameras_; 05 = o

and/or the size of image increase. ¢ ‘ L R N
Multiplying the individual results by the number 0 20 40 60 ef;‘;)sedli‘fe [3]120 140 160 180

of cameras and the size of image, we compute the . .,

number of pixels processed on the main server per 8 © o 9 e ovel

unit time, which correspond = CA x OR x OF in = 20 f | DVseWedva'Ue e (with cal.) == |

Eq. (1). Obtained results are summarized in Figure 8. S
Except for cases where the number of cameras and the
size of image are small, obtained GAOR x OF are ; R ‘ s o
fairly constant regardless of the number of cameras or 0 20 40 60 8 100 120 140 160 180
the size of image. Consequently, by calibrating the clapsed e (5]

system for a certain number of cameras in advance,Figure 10: Adaptation to changes in required level for OF
the obtained CA« ORx OF can be used for adjusting @nd priority order for QoS factors at (e), (f), (9), and (h).
system parameters as the initial valuexdh Eq. (1).

frequen

conducted QoS control experiments.

4.2.2  Adaptation to QoS Requirement Changes Observed levels of CA, OR, and OF by changing
QoS requirements are shown in Figure 9. In this ex-

To demonstrate the effectiveness of our proposedperiment, the required level for OF is changed from 1

method in adapting to QoS requirement changes, wetime/s to (a) 2 times/s at 48s (b) 6 times/s at 99s»>
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(c) 23 times/s at 149s» (d) 1 time/s at 199s, whereas
the required levels for CA and OR are fixed at 8 cam-
eras and 1 magnification, respectively, and the prior-
ity order for QoS factors is fixed to GFCA>OR.

‘@)

..................................................

coverage area (CA) [cameras]
(4]

required level ——

The QoS control is carried out with or without the ovserved value (with cal.) ===
prototype system calibration where GAOR x OF = 0 : ‘ : : :
2.07 x 10° pixels/s is obtained for a set of eight cam- ° " 20elapsed e Is] 0 *
eras as the initial value af in Eq. (1). S1s =

From (a) to (b) in Figure 9, since the required level £ 3 ovserved val i o) e
for OF is rather low, the system parameters can be ad-& 1
justed to its increase without the influence on CAor ¢ .
OR, and consequently all requirements for the QoS g e

factors are fulfilled. From (b) to (c), the system pa- ‘ ‘ ‘ ‘ ‘
. . . . 0 10 20 30 40 50

rameters can be adjusted to an increase in the required elapsed time [s]

level for OF, however, the lowest priority QoS factor

OR is lowered due to limitations on the system re- § ™ @
sources. From (c) to (d), the system parameters ares | g
adjusted to a further increase in the required level for < . A
OF by decreasing the second priority QoS factor CA § ovserved value (with cal) ===
in addition to OR. As can be seen from Figure 9, the g ‘ ‘ ‘ ‘ ‘

0 10 20 30 40 50

QoS control with the calibration adapts to the QoS re-
qguirement changes more quickly than the QoS control
without the calibration.

Figure 10 shows the experimental result of the
QoS control with the calibration by changing the
priority order for QoS factors. In this experiment,
the priority order is changed from GFROF>CA to
(f) OF>CA>OR at 83s— (g) CA>OR>OF at 116s.
Meanwhile, the required levels for CA and OR are
fixed at 8 cameras and 1 magnification, respectively,
and the required level for OF is changed from 1 time/s
to (e) 7 times/s at 45s> (h) 1 time/s at 141s.

elapsed time [s]

Figure 11: Adaptation to a serverresource change at (a).

©)

required level
ovserved value (with cal.) ===

0 5 10 15 20 25 30
elapsed time [s]

coverage area (CA) [cameras]
(9]

5 1.5 “(b) -
From (e) to (f), by decreasing the lowest priority £ : ovserved value (wih Ga1) ~——
QoS factor CA, the QoS control adapts to an increase &
in the required level for the highest priority QoS factor & ;5 ,
OF. From (f) to (g), because the lowest priority QoS 3 Lo T
factor changes from CA to OR, the QoS control keeps © ° 0 . 10 s 20 o 0
OF at its required level by decreasing OR instead of elapsed time [s]

CA. From (g) to (h), since OF is given the lowest
priority, the QoS control keeps CA and OR at their
required levels by decreasing OF.

These results indicate that our proposed method
can keep the QoS factors of the people detection sys-
tem at specified QoS levels in specified priority order.

" (b).

o

required level
ovserved value (with cal.) ==

frequency (OF) [times/s]
(4]

o

5 10 15 20 25 30
elapsed time [s]

o

4.2.3 Adaptation to System Resource Changes Figure 12: Adaptation to a network resource change at (b).

To demonstrate the effectiveness of our proposed

method in adapting to system resource changes, QoS__Figure 11 shows the experimental result, where a
control experiments were conducted. CPU load of 50% is imposed on the main server by

In the experiments, the required levels for CA, & CPU load generator program in addition to quds
OR, and OF are fixed at 8 cameras, 1 magnification, of the QoS control module and the people detection

and 6 times/s, respectively, and, the priority order for medule. On the other hand, Figure 12 shows the ex-
QoS factors is fixed to OFCA>OR. perimental result, where 66.6Mbps of traffic from a

traffic generator program is imposed on the network
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