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Abstract. The problem of allowing a set of autonomous mobile robotslam p
their motion by reaching consensus on logical observatidriee environment
is studied in this paper. The particularity of the work istttiee information on
which the consensus is sought is not represented by realerspitut rather by
logical values such as the presence of an obstacle, of amotiwt, or of a person.
Previous work by the authors considered the problem of atigwa set of agents
to consent on the value of a logical vector function by comicatmg over a
network. In this paper, we present application of this resuthe motion planning
decision problem and show its effectiveness through sitioula

1 Introduction

In the last decades, robotics has undergone a gradual y&teenmigration of research
interests from monolithic systems with a unique robot téritisted multi-agents com-
posed of several semi—autonomous robots. Various maiivatjive reason for this
trend, among which is the possibility to achieve this déd@@roperties, such as scala-
bility, reconfigurability, robustness, etc. Recent yeagehindeed withessed important
developmentsin the definition of decentralized and codjwereontrol strategies for ap-
plications, such as intelligent transportation, suraeitle, flocking, formation control,
sensor coverage, patrolling, etc., all involving teamsodifatic agents (see e.g. [1, 2]).
Most of these solutions require that agents consent on tlue wd a common quan-
tity of interest. This is achieved by means of consensusritiigos that are dynamical
systems, where every agent has a state that is updated thionag measurement and
data received from its neighbors in a communication neti®#s]. A typical form of
consensus is described by the continuous—time linearrayste

#(t) = Ax(t) + Bu(t), @)

whereA € R™*" is a strongly connected doubly—stochastic matlixc R"*™ is the
input matrix, andu € R™ is a control law. The flourishing literature on this topic bav
studied continuous— and discrete—time, synchronous amthonous, and quantized
versions of such systems and has provided useful resultsopegties such as charac-
terization of equilibria, and convergence rate [6, 7].
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Furthermore, the actual achievement of the system goa¢@ ¢tically guaranteed
only under the hypothesis that all agents harmoniously mdtc@operate, whereas if
some of them do not follow specification the whole system iss&t[8]. This motivates
the emerging interest toward technigues that make morestabisting multi-agent
systems by detecting the presence of intruders in varidierelnt settings (see [9]).
The EU, in the current Seventh Framework Programme, haseste) Security and
Safety in Automation and Robotics as one of the main aspeswhich research
communities should place their efforts. Research on thid feeused on detection of
faults and anomalies in networked control systems, but thia theory and tools de-
veloped in the project are strongly based on the existenom@for more centralized
supervisors [10]. The challenge in these systems is to fiatesgfies to detect and isolate
possible intruders, without the use of any form of centedian. This requires under-
standing what level of intelligence must be embedded in thieraation component to
provide satisfactory guarantees of performance, whileairing economically viable.

Another important fact that must be taken under considmras that control and
automation systems are implemented on embedded devicdisgmasource and real—
time constraints that are much more severe than customskyageand enterprise com-
puting [11]. Therefore, these constraints must be takerdotount when designing and
building security solutions for any of such networked endestisystem. In the Sixth
Framework Programme of the EU, the project RUNES pioneesetessolutions guar-
anteeing security for resource constrained networked ddetksystems [12, 13].

In this context, we focus on the problem of coordinated nmofar a set of mobile
semi—autonomous robots. The problem is studied also witténcurrent EU project
CHAT [14] and the Network of Excellence CONET [15]. We propa@ssolution that
requires limited communication and computation compiegitThe solution is based
on so—calledogical consensusystems, that are algorithms allowing a set of agents to
consent on a number of decisions depending on logical irgfutse environment. The
proposed solution allows the agents to plan their motiorelaghing consensus on logi-
cal values based on local observation of the environmeig.dridows every agent with
the capability to react to unexpected changes in the enviem, such as the presence
of an obstacle or of an intruder. Indeed, during the exeoutiotheir plans, features
of the environment that were unknown at planning time, ot timexpectedly change,
can trigger changes in what the agents should do. Undebsijtzint conditions on the
visibility of agents and their communication capabilitye wrovide an algorithm gener-
ating logical linear consensus systems that are globalylsthat allow each agent to
update its path according to the actual configuration of ttvrenment.

2 Problem Statement

We consider application scenarios requiring computatfanset ofp decisions v, . . .,

yp, that depend om: logical eventsuy, .. ., u,,. Such events may represent e.g. the
presence of an intruder or of a fire within an indoor environm®lore precisely, for
any given combination of input events, we consideleaision taskhat requires com-
putation of the following system of logical functions:



Y1 :fl(ulv"'vum)a

Yp = fp(u17"'7uﬂ1)a

where eacly; : B™ — B consists of a logical condition on the inputs. Let us denote

with v = (u1,...,u,)T € B™ the input event vector, and with= (y1,...,y,)’ €
BP the output decision vector. Then, we will wrige= f(u) as a compact form of Eq.
2,wheref = (f1,..., f,)T, with f : B™ — BP, is a logical vector function. Itis worth

noting that computation of is centralizedin the sense that it may require knowledge
of the entire input vector to determine the output vectgr

Our approach to solve the decision task consists of emgogicollection ofn
agentsAy, ..., A,, thatare supposed to cooperate and possibly exchanglylacail-
able information. We assume that each agent is describedriptead; = (S;, P;, C;),
whereS; is a collection of sensor®); is a processor that is able to perform elementary
logical operations such gand, or , not }, andC; is a collection of communication de-
vices allowing transmission of only sequences of binarytsli and1, namely strings
of bits. Although we assume that every agent has the samegsiog capability, i.e.
P; = P for all i, we consider situations where agents mahétrogeneous terms of
sensors and communication devices. Due to this diversiyedlsas the fact that agents
are placed at different locations, a generic agemfly or may not be able to measure
a given input event;, for j € 1,...,m. Therefore, we can conveniently introduce a
visibility matrix V' € B™*™ such that we hav¥& (i, j) = 1if, and only if, agent4; is
able to measure input evemf, or, in other words, if thé—th agent is directlyeachable
from thej—th input. Moreover, for similar reasons of diversity andreducing battery
consumption, each agent is able to communicate only witthgetof other agents. This
fact is captured by introducing@mmunication matriC' € B"*", whereC'(i, k) = 1
if, and only if, agentA4; is able to receive a data from agefit. Hence, agents specified
by row C(i, :) will be referred to a&’—neighbors of thé-th agent. The introduction of
visibility relations between inputs and agents immedjaitabplies that, at any instant
only a subset of agents is able to measure the state of eadhuipgor all j. Therefore,
to effectively accomplish the given decision task, we ndet such an information
flowsfrom one agent to another, consistently with available comication paths. We
require all agents reach an agreement on the centralizéslateg = f(u), so that any
agent can b@olled and provide consistent complete information. In this pectige,
we pose the problem of reachingansensus on logical values

In this view, we can imagine that each agefit has a locaktatevector, X; =
(Xin,...,Xiq) € B9, thatis astring of bits
Then, let us denote Wit (1) = (X{ (t),..., XI(t))T € B"*4 a matrix representing
the network state at a discrete timélence, we assume that each agénis adynamic
nodethat updates its local staf€; through adistributedlogical update functio’ that
depends on its state, on the state oftitsneighbors, and on the reachable inputs, i.e.
Xi(t+1) = F;(X(¢),u(t)). Moreover, we assume that each agénis able to produce
alogical output decision vectdf = (y;1,...,¥i,p) € BP through a suitable distributed
logical output functiorG depending on the local staf& and on the reachable inputs
i.e.Y;(t) = Gi(X;(t),u(t)). Letus denote with (t) = (Y{"(¢),..., Y,  (t))" e B**4



a matrix representing the network output at a discrete tinteherefore, the dynamic
evolution of the network can be modeled by the followdistributed finite—state itera-
tive system

Y(t) = G(X(t),u(t)), 3)

where we have™ = (F, ..., F")T, with F; : B? x B™ — B, andG = (G7,...,GE)T,
with G; : B x B — BP.
In this perspective, we are interested in solving the foiltmrdesign problem:

{X<t+ 1) = F(X(1),u(t)),

Problem 1 (Globally Stable Synthesi&jven a decision system of the form of Eq. 2, a
visibility matrix V', and a communication matrix, design a logical consensus system
of the form of Eq. 3, that is compliant with andV’, and such that, for all initial network
stateX (0), and all inputsu, there exists a finite timé&/ such that the system reaches a
consensus on the centralized decigjon= f(u),i.e.Y (t) = 1, (y*)?, forallt > N.

3 Distributed Map Synthesis for Logical Consensus

In this section a solution for Problem 1 is presented congjsif an algorithm that
generates an optimal distributed logical linear consesgagem. More precisely, the
algorithm produces &, V')—compliant linear iteration map minimizing the number
of messages to be exchanged, and the time needed to reackemsos (a.k.aounds.

To achieve this we first need to understand how the agent nietvem reach a
consensus on the value of tiieth subternd; in the decision system of Eq. 2. Without
loss of generality, let us poge = u; and consider thg—th columnV/; of the visibility
matrix V' that also describes the visibility 6f. Then, we need a procedure for finding to
which agents the value of inpuf can be propagated. First note that vedtpcontains
1 in all entries corresponding to agents that are able to “sgebr, in other words,
it specifies which agents are directlgachablefrom «;. Then, it is useful to consider
vectorsC*V;, fork = 0,1, ..., each containing in all entries corresponding to agents
that are reachable from input; afterexactlyk steps. The—th element olC*V; is 1
if, and only if, there exists pathof lengthk from any agent directly reached hy to
agentA;. Recall that, by definition of graph diameter, all agents #na reachable from
an initial set of agents are indeed reached in at Mbstm(G) steps, withdi am(G) <
n — 1. Let us denote with: thevisibility diameterof the pair(C, V;) being the number
of steps after which the sequen@é*V; } does not reach new agents. Thus, given a pair
(C,V;), we can conveniently introduce the followingachability matrixR;, assigned
with input;:

Rj = (V; CV; C*V; - "V )

whose columnspana subgraplGr (N, Er) of G, whereN% is a node set of all
agents that areventuallyreachable from input;, and E'z is an unspecified edge set,
that will be considered during the design phase. Computiegspan ofR; is very
simple and efficient, and indeed all reachable agents, thaicles ofV, are specified
by non—null elements of the Boolean vecfor= >"7") C*V; = S_720 R;(:, 1), that
is the logical sum of all columns iR?; and that contains for all agents for which there
exists at least one path originating from an agent that is &bineasure;;. Then, we



can partition the agent network intér = {i|I;(i) = 1}, andNz = N \ Ng, where
N ={1,...,n}. Inthis perspective we can give the following:

Definition 1. A pair (C, V;) is (completely) reachabi& and only if, the corresponding
reachability matrixR,; (C, V;) spans the entire graph, i.&z = N.

The design phase can obviously concern only the reachaidgaphG'r (Nz, Er)
of G, and in particular will determine the edge get. Moreover, observe that a non—
empty unreachable subgrapty in a consensus context is a symptom of the fact that
the design problem is not well-posed, and it would requisnging sensors’ visibility
and locations in order to have a reachaldleV;) pair.

Let us suppose that only agedy is able to measure;. Then, a straightforward
and yet optimastrategy to allow the information om; flowingthrough the network is
obtained if agentd; communicates its measurement to alldtsneighbors, which in
turn will communicate it to all theiC'—neighbors without overlapping, and so on. In
this way, we have that every agent receivesu; from exactly one minimum-length
path originating from agentl;. The vector sequendg”*V;} can be exploited to this
aim. Indeed, it trivially holds tha€*V; = C(C*~'V;), meaning that agents reached
after k steps have received the input value from agents that wechedaafter exactly
k — 1 steps. Then, any consecutive sequence of agents thatastextfrom non—null
elements of vectors ifC*V;} are (C, V;)—compliant by construction. A consensus
strategy would minimize the number of rounds if, and onlyaif,the k—th step, all
agents specified by non—null elements of vectdiv/; receives the value aof; from
the agents specified by non—null elements of ve€tor' V;. Nevertheless, to minimize
also the number of messages, only agents specified by ndrelanmients of vector
C*V; and that have not been reached yet must reeejvé vectorI; = ZEZIS C'V;is
iteratively updated during the design phase, then the sat afjents that must receive
a message on; are specified by non—null elements of veatdil; A —I;. By doing
this, an optimal paifC*, V;*) allowing a consensus to be established over the reachable
subgraph is obtained.

Observe that ig'* = S C < C, whereS is a suitable selection matrix.

This procedure actually gives us only a suggestion on hoveistruct consensus
system that solves Problem 1. Indeed, we can prove in fatigWiheorem 1 that a
simple logical linear consensus algorithm of the form

whereF; = C*, B; =V, andz € B", allows a consensus to be reached through the
entire reachable subgraph. The statmust be interpreted as the netwatistributed
estimationof the value of the subter) or ;. It is indeed a vector and not a matrix,
since we are concerned here only with jh¢h input.

In all cases where a unique generic agénis directly reachable from input;, an
optimal communication matrix™* for a linear consensus of the form of Eq. 5 can be
iteratively found as the incidence matrix ofrgput—propagating spanning trdeaving
A; as the root. Then, an optimal p&if"*, V;*) can be written ag* = P” (SC) P,
andV;" = PTVj;, whereS is a selection matrix, ané is a permutation matrix. Fur-



thermoreC* has the following lower—block triangular form:

0 0 - 00
Cia 0 0[0

C* = SE (6)
0 --- Cin 0[0
0 -~ 0 0|0

andV; = PTV; = (1,0,...,0)". Itis worth noting that the optimal pajiC*, V")
preserves the reachability property of the original gélrV;). This can be shown by
direct computation of the reachability matd¥;, but it is omitted for the sake of space.
We are now ready to consider the more general casewyith< v < n agents
that are reachable from inpug, and let us denote withh = {41, ..., 4, } the index set
of such agents. Then, the optimal strategy for propagatipgtiu; consists of having
each of the other agents receive the input measuremengtheopath originating from
the nearest reachable agentdnThis naturally induces a network partition intalis-
joint subgraphs or spanning trees, each directly reachéueoynput through a different
agent. Let us extraetindependent vector; (i1 ), . . ., V;(4,) from vectorV; having a
1 in positioniy,. Then, the sequencd€’*V; (i, )} are to be considered to compute the
optimal partition. Let us denote witk;, for all i € A the numberk of steps for the
sequencg C*V; (i)} to become stationary. Therefore, we have that the vigitdiam-
eter of the pai(C, V;) isvi s- di am(C, V;) = max;{x, }. Without loss of generality,
we can image that; > ko > --- > k,. Therefore, for the generic case, there exist a
permutation matrix” and a selection matri such that an optimal paiC*, V;*) can
be obtained a¢™* = P* (S C) P, V;* = P" V;, where

C* =di ag(Cl,...,Cl,),V}*:(%ﬁ,...,%ﬁ)T, @
and where eact; andV; ; have the form of the Eq. 6. Finally, the actual optimal linear
consensus algorithm is obtained choosif)g= P C*, andB; = P V.

Algorithm 1 allows computation of an optimal p&™, V;*) as in Eq. 7. Its asymp-
totic computational complexitig in the very worst cas®(n?), wheren is the number
of agents, and itspace complexitin terms of memory required for its execution is
£2(n). However, its implementation can be very efficient since ibased on Boolean
operations on bit strings. Finallgpmmunication complexityf a run of the consensus
protocol in terms of the number of rounds¥vi s- di am(C, V;)).

To conclude, we need to prove that a so—built logical conseggstem does indeed
solve Problem 1. Hence, for the general case with 1 agents that are reachable from
inputu;, we can the state the following result (the proof is omitiacspace limitation):

Theorem 1 (Global Stability of Linear Consensus)A logical linear consensus sys-
tem of the forme(t + 1) = C* x(t) + V" u;(t), whereC* and V" are obtained as in
Eq. 7 from a reachable paifC, V;), converges to a unique network agreement given by
1, u; inatmostvi s- di amC, V;) rounds.



Algorithm 1 Optimal Linear Synthesis by Input—Propagation.

Inputs: C, V;

Outputs: Minimal pair (C*, V}"), permutationP.

1: SetA «+ {i|V;(i) =1} < nodes directly reachable fromy

2: Setl(i) « 1forallie A < nodes reached frome A
3: SetN «+ {1,...,n}\ I < nodes not yet reached
4: repeat

5 for all nodesi € A do

6: SetAdj(i) + C*V;(i) A —I(i) AN < new nodes
7: Setl (i) <+ 1(i) V Adj(3)

8: SetN « N A —Adj(4)

9: ComputeZ + {h : Adj(i)(h) = 1} <index list
10: for all new nodes: € 7 do
11 SetC/(h,:) « C(h,:) A Adj(i)T < every new node must communicate with one

reach at — 1

12: end for
13:  end for

14: until 3i € A Adj(i) #0

15: Computes; < card(z)) foralli € A

16: FindP | C* <~ PTC Phask: > --- > K, < re-order
17: Setv; «+ PTV;

4 Application to Intrusion Detection

Consider an indoor environment withagents4, - - - , A,, whose task is to move pack-
ages between workspac&¥9. Suppose that agents have the capability to compute the
path associated with a task and to plan the sequence of tgsksding an agreement
with other agents in order to avoid collisions and to avoltise of the same segment
(W) in the same moment. We assume that each agent have alsgtislitato detect
and locate possible intruders or obstacles, such as lokages or failed agents, V.
The presence or the absence of an intruder in segimgman be seen as an input to
the system op = m logical decisiony;(t) = u;(t), i = 1,...,m, that each agent is
required to estimate. However, agents are able to detegrésence of intruders only
within their visibility areas, which is described by a viity matrix V' € B™*™, with
Vi; = 1if, and only if, an intruder in regio®V; can be seen by agewut;. Moreover,
let X € B"*™ denote the alarm state of the systel;; = 1 if agent.4; reports an
alarm about the presence of an intruder in seg@ntThe alarm can be set because
an intruder is actually detected by the agent itself, or bseaf communications with
neighboring observers. Indeed, agents have communicdéivices that allows them
to share alarm states with all other agents that are nearlifiid context, we aim at
designing a distributed update rule of the fofft + 1) = F(X(t),u(t)), such that
agents can achieve the same state valig (= Xy ; Vi, k andvj). In other termsat
consensusach column ofX should have either all zeros or all ones, depending on the
corresponding column df,, f (u) = 1,u.

Consider first applying Algorithm 1 that produces a lineaji¢al consensus of the
form X (¢t + 1) = F X(¢t) + Bu(t), where each row basically expresses the rule that
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Fig. 1. (a)—(d) Run of the linear consensus system Wiihtruders (brown squares) in segment
Wy andWio, respectively. The figure sequence shows that a correatrmgm is reached (com-

ponents of the stat&’; of every agents argr een or 0, when no intruder is detected in the
corresponding segmented or 1 otherwise). (e) Considered communication gréph

an observer alarm is set at time- 1 if it sees an intruder (through), or if one of its
C—-neighbors was set at tinte The visibility diameter of this paifC, V") is 3, which
will correspond to the maximum number of steps before casiseis reached. Fig. 1
shows shapshots from a typical run of this linear consenkyaitom where every
agents converge to consensus afteteps. It is clear that using this method it is not
necessary that the system stops in the case that an intaudetected in the area. By
sharing local information with other agents, each agenbls to execute its task by
excluding unavailable segments and by finding alternatatbsto reach the goal.

5 Conclusions

In this work we considered the problem of the safety and s$gycurthe coordinated
motion of mobile robotics systems. The problem is studiedubh a novel consensus
mechanism where agents of a network are able to share logitads. We propose
an algorithm producing optimal logical consensus syst@ygeaching consensus on
logical values based on local observation of the enviroriragants are able to update
its path according to the actual configuration of the envitent and to solve the motion
planning decision problem.
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