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Abstract. An enterprise architecture (EA) framework is a conceptual tool that
assists organizations and businesses with the understanding of their own struc-
ture and the way they work. Normally an enterprise architecture framework takes
the form of a comprehensive set of cohesive models or enterprise architectures
that describe the structure and the functions of an enterprise. Generically, an ar-
chitecture model is the description of the set of components and the relationships
between them. The central idea of all architectures is to represent, or model (in
the abstract) an orderly arrangement of the components that make up the sys-
tem under question and the relationships between these components. It is clear
within this context that the models within an enterprise architecture framework
are complex. However, recent advances in ontologies and ontology technologies
may provide the means to assist architects with the management of this complex-
ity.

In this position paper we want to argue for the integration of formal ontologies
and ontology technologies as tools into enterprise architecture frameworks. On-
tologies allow for the construction of complex conceptual models, but more sig-
nicant, ontologies can assist an architect by depicting all the consequences of her
model, allowing for more precise and complete artifacts within enterprise archi-
tecture framework repositories, and because these models use standardized lan-
guages, they will promote integration and interoperability with and within these
repositories.

1 Introduction

An enterprise architecture (EA) framework is a conceptual tool that assists organiza-
tions and businesses with the understanding of their own structure and the way they
work. It provides a map of the enterprise and is a route planner for business and tech-
nology change. Normally an enterprise architecture framework takes the form of a com-
prehensive set of cohesive model®aterprise architecturethat describe the structure
and the functions of an enterprise [1, 2].

Probably the most widely adopted definition axterprise architecture (EA$ the
IEEE definition where EA is described as a widely adopted means for coping with orga-
nizations’ ever-increasing complexity and for ensuring that organizations appropriately
use and optimize their technical resources. EA is an integrated and holistic vision of
a system'’s fundamental organization, embodied in its elements (people, processes, ap-
plications, and so on), their relationships to each other and to the environment, and the
principles guiding its design and evolution [3].
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The termEnterprise Architecture (EAQriginated from the thinking around both the
terms 'business’ and 'architecture’. EA describes theress process of IT by creating
a relationship between the IT structure that is used in tigardzation and in each
specific system [4].

Within this context, arenterpriseis regarded as a company, business, organization,
or other purposeful endeavour. An enterprise has the fallgwharacteristics [5]:

— An enterprise consists of people, information, and teabgiek.

— An enterprise performs business functions.

— An enterprise has a defined organizational structure tlzatisnonly distributed in
multiple locations.

— An enterprise responds to internal and external events.

— An enterprise has a purpose for its activities.

— An enterprise provides specific services and products tugsomer.

The enterprise is thus an holistic term for 'business e'ititgll its facets.

Genericallyarchitectures the description of the set of components and the relation-
ships between them [6]. The central idea of all architestisdo represent, or model
(in the abstract) an orderly arrangement of the componéatsnhake up the system
under question and the relationships or interactions afegtttemponents [5]. A further
definition of an architecture is that an architecture is definy the recommended prac-
tice as the fundamental organization of a system, embodiéd icomponents, their
relationships to each other and the environment, and theiptés governing its design
and evolution [3]. A system architecture is an essentialharism required to con-
ceptualise, analyse and design systems [7, 8] and theraseneus among researchers
and system architects that the determination of the axthite of a system is crucial
to the successful understanding and development thergoécelly when the system
envisaged is intricate and multifaceted [9, 7].

In this paper, we want to emphasize the notion from the defirétabove that an
architecture is a model, and an EA is also a model or set of feddehat itis an
integrated and holistic vision of a system’s fundamentghaoization, embodied in its
elements (people, processes, applications, and so o) yéietionships to each other
and to the environment, and the principles guiding its desigd evolution An EA
framework is a comprehensive set of EA models used by thétacth

But what is a model? Dijkstra introduced the conceptafdelsinto computer sci-
ence in the early '70s [10]. Models were recommended to sfiynphmastered com-
plexity. He argued that therogrammer and his mind are an important part of the com-
puting processnd thatmodularised, goto-less programs lead to more efficiencien t
use of the computdf 1]. Avison and Fitzgerald define a model as an abstractiwh a
representation of part of the real world [12Jpstractionis the process of stripping an
idea or a system of its concrete or physical features for alffied representation of a
complex application. Models are used at various levels stiesy abstraction. A model
provides a way of viewing the important aspects of a systearspecific level in such a
way that higher levels depict tlessencef the system and the lower levels show detail
that does not compromise the essence. The conceptual $eadhigh-level overview
description of the universe of discourse (UoD) or the dontdimterest such as the
overall information system, the business system, or evesdbiety [12].
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Furthermore, Lipitt defines a model as a symbolic represientaf all the aspects,
as well as their interrelationships, of a complex event tuagion. The true value of
any model lies in the fact that is an abstraction or represiemt of reality that is useful
for analytical purposes [13]. According to Lippitt (19739pmodelling will help expe-
dite problem-solving and change because it enables thesévied to conceptualize the
multiple factors through visualized thinking. The intéat@nship between the cogni-
tive process of thinking cannot be separated from percapfimblem-solving involves
cognition, and cognition includes perception. Visualizatimproves the capability to
perceive and, therefore, assists the cognitive pracess

Since EA models within EA frameworks depict an integrated haolistic vision
of a system’s fundamental organization, embodied in itmelgs (people, processes,
applications, and so on), their relationships to each athdrto the environment, these
models are complex and multi-faceted, and need to depialathents on different
levels of abstraction, as well as the relationships betvedements. In general, tools
do not exist that can assist an enterprise architect to neatiegcomplexity of EA
architectures.

In the past ten to fifteen years, advances in reasoning an@lingdechnologies
have ensured that issues regarding the complexity of madelse addressed. It is
here that ontologies play a crucial role. Roughly speakargpntology structures a
conceptual model in ways that are appropriate for a spegifiiaation domain, and in
doing so, provides a way to attach meaning to the terms aatioes used in describing
the domain. A more formal and widely used definition is thaGofiber who defines an
ontology as a formal specification of a conceptualisatiat].[The importance of this
technology is evidenced by the growing use of ontologies waréety of application
areas, and is in line with the view of ontologies as the enngrtgchnology driving the
Semantic Web initiative [15].

In this position paper we want to argue for the integratiofoofal ontologies and
ontology technologies as tools into enterprise architecttameworks. Ontologies al-
low for the construction of complex conceptual models, batersignificant, ontologies
can assist an architect by depicting all the consequendesraohodel. Formal ontolo-
gies also allow an architect to view and understand the gitglbnsequences of explicit
statements and the reasoning technologies can help toegthstia model is consistent.

In this section we have argued tltanceptual modelare an integral part of an EA.
The rest of the paper is structured as follows: Section 2pvdlvide background infor-
mation on enterprise architectures and ontologies (Secfidl, 2.2 and 2.3). Section 3
describes a proof-of-concept experiment where we modefeda@ess diagram using a
formal ontology. Section 4 discusses the findings, as welleaseived advantages and
disadvantages, and the paper concludes in Section 5.

2 Background

This section provides some background into enterprisdtaathres (Section 2.1), en-
terprise architecture frameworks (Section 2.2) and ogiek(Section 2.3).
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2.1 Enterprise Architectures

As mentioned in the introduction, the IEEE definition delses enterprise architecture
as an integrated and holistic vision of a systems fundarherganization, embodied
in its elements (people, processes, applications, and sdhair relationships to each
other and to the environment, and the principles guidindétsign and evolution [3].

For completeness, we list the more prominent of the numedefisitions for the
concepenterprise architecture (EA)

— Chung and McLeod (2002) describe EA as a comprehensive noddel enter-
prise: a master plan, which acts as a planning, structuaimdjintegrating guideline
and force for an organization. EA covers business stru@ncdecontext, informa-
tion technology dimension and organizational structunel workflow dimension
in achieving the organization’s goals and strategies. dksdo promote synergy
between the various dimensions, aligned with achievingalMeusiness purposes
[16].

— According to Kaisler, Armour et. al (2005) an EA identifieg tmain components
of the organization, its information systems, the ways inclithese components
work together in order to achieve defined business objex;tared the way in which
the information systems support the business processde afrganization. The
components include staff, business processes, technatdggymation, financial
and other resources, etc. [6].

— Barnett, Presley et. al. (1994) defines an EA as a 'bluepaintpicture’ which
assists in the design of an enterprise [17].

— Rood (1994) argues that an EA shows the primary componerds @nterprise
and depicts how these components interact with or relatadb ether. An EAis a
conceptual framework that describes how an enterprisenstagcted by defining
its primary components and the relationships among thas@anents [5].

Kaisler, Armour et. al. (2005) describes enterprise aechiihg as the set of pro-
cesses, tools, and structures necessary to implement erpesg-wide coherent and
consistent IT architecture for supporting the enterpsibelsiness operations. It takes a
holistic view of the enterprise’s IT resources rather tharapplication-by-application
view [18]. According to Ernst, Lankes et. al. (2006) EA magegnt is a continuous
and iterative process controlling and improving the erggaind planned IT support for
an organization. The process not only considers the infdiom#&chnology (IT) of the
enterprise, but also business processes, business doailsgies, etc. are considered
in order to build a holistic and integrated view on the entisgp The goal is a com-
mon vision regarding the status quo of business and IT asaself opportunities and
problems arising from these fields, used as a basis for ama@ily aligned steering of
IT and business [19]. These two definitions place more eniploasthe way in which
enterprise architectures are used.

The primary focus of this paper is on the notion in the aboviiniiens that an
enterprise architecture is amnchitecture of an enterpriseand that ararchitecture is a
model Furthermore, aikA frameworkis a comprehensive set of EA models used by an
enterprise architect.
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2.2 Enterprise Architecture Frameworks

An enterprise architecture (EA) framework is a conceptaal that assists organiza-
tions and businesses with the understanding of their owrttstre and the way they
work and it often takes the form of a comprehensive set of siwskenodels oenter-
prise architectureshat describe the structure and the functions of an enserjpti 2].

ENTERPRISE ARCHITECTURE:
A FRAMEWORK™

when why
TIME | MOTIVATION!

Fig. 1. The Zachman Enterprise Architecture Framework.

Within the field of Enterprise Architecture, several poputameworks are used
to architect enterprises [20], including the Departmerdefense Architecture Frame-
work (DoDAF), the Federal Enterprise Architecture Framew(@EAF), the Treasury
Enterprise Architecture Framework (TEAF), the ANSI/IEE&71 Standard [21] and
the Zachman framework [22, 23].

The focus of the Zachman framework for enterprise architeatriginated with the
idea of the classical architectural representation andyrtion of a complex engineer-
ing product. When developing an information technologytesys various parties are
involved [24]. The Zachman framework proposes a logicalctire for classifying and
organizing the descriptive representations of an entgzpin different dimensions, and
each dimension can be perceived as a different perspethieeZzachman framework is
depicted in Figure 1.

According to Bahill et. al [20], the Zachman framework is asdification schema
consisting of six rows and six columns, used for organiziegatiptive representations
of an enterprise. The rows focus on the different stakemqidespectives of an enter-
prise, while the columns focus on different areas of intengthin those perspectives.
According to Zachman [23], the Zachman Framework is an ogtpl'a theory of the
existence of a structured set of essential components dbjantdor which explicit ex-
pressions is necessary and perhaps even mandatory fangrexggerating, and chang-
ing the object (the object being an Enterprise, a departneenalue chain, sliver,
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a solution, a project, an airplane, a building, a productr@gssion or whatever or
whatever)”.

The forte of the Zachman framework (Figure 1) is that it is anmalized schema
[20]; it provides an even coverage of important topics anesdaot have redundancy
built into it. Each cell in the schema can be thought of asimativo dimensions: scope
(width) and level of detail (depth). Each cell in the scheratains at least one 'prim-
itive’ model or artifact. The rows represent different gerstives, including the Scope,
Business model, System model, Technology model, detaf@@sentation and the Real
system. In contrast, the columns (with no significance indider, focus on the data,
functions, networks, people, time and motivation (or akfered to as the What, Why,
When, How, Where and Who. In building the enterprise modiegmework such as the
Zachman framework guides the architect in constructinglifierent models applicable
to each perspective being modelled.

Since EA models within EA frameworks depict an integrated haolistic vision
of a system’s fundamental organization, embodied in itmelgs (people, processes,
applications, and so on), their relationships to each athdrto the environment, these
models are complex and multi-faceted, and need to depialathents on different
levels of abstraction, as well as the relationships betvedements. In general, tools
do not exist that can assist an enterprise architect to neatiegcomplexity of EA
architectures.

2.3 Ontologies

The concept of an ontology was inherited from philosophy anl¢ recently became
commonplace in computer systems technology descriptitiesanan ontology specifies
a machine readable vocabulary. Ontologies on the Semaeticantd expert systems or
Al (artificial intelligence) technologies of the 1980s agsbd on the same motivations
but they emerged from different architectures which imgptigat the technologies are
deployed or applied differently [25]. The term ontology h&some widespread within
ICT and refer to anything from a taxonomy, a domain vocalyuéard a conceptual
model, to a formal ontology. Lassila and McGuinness gaveeztspm of ontologies
as depicted in Figure 2 [26]. Even Zachamn refers to his priger architecture frame-
work as an ontology, but this is in the sense that it depictsreceptual model of the
architecture models necessary to depict an enterprisel fRBiis paper we use the term
ontologywhen we mean a formal ontology based on one of the OWL stasdenith

is DL-based.

A formal ontologyspecifies anachine-readable vocabulaig computer systems
technology descriptions. Generally such an ontology isnéefias a shared, formal,
explicit specification of a conceptual model of a particdamain [27,28]. A formal
ontology typically describes a hierarchy of resource cpteeithin a domain and as-
sociates each concept’s crucial properties with it andefloee ontologies are used to
define and manage concepts, attributes and relationsh@pgriecise manner [29].

The construction and maintenance of formal ontologiesttlyrdapend on the avail-
ability of ontology languages equipped with a well-definethantics and powerful rea-
soning tools. Fortunately there already exists a classgif$p called description logics
or DLs, that provide for both, and are therefore ideal caagisl for ontology languages
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What is an Ontology?

Infonmal
iz-a

Fig. 2. Web ontologies may be viewed as a spectrum of detail in tieicification [26].

[30]. That much was already clear fifteen years ago, but atitha, there was a funda-
mental mismatch between the expressive power and the affice reasoning that DL
systems provided, and the expressivity and the large krigeldases that ontologists
needed. Through the basic research in DLs of the last fifteansy this gap between
the needs of ontologists and the systems that DL reseangtmwfisle has finally become
narrow enough to build stable bridges. In fact, the web agplanguage OWL, which
was accorded the status of a World Wide Web Consortium (W8&)mmendation in
2004, and is therefore the official Semantic Web ontologyglmge, is based on an
expressive DL [31].

Due to the advances in DL research mentioned above, therevwsny interest in
the use of ontologies and related semantic technologiesidevariety of application
domains. Arguably the most successful application areaisregard is the biomed-
ical field [32,33]. Some of the biggest breakthroughs in tmgizal reasoning can be
traced back to the pioneering work of Horrocks [34] who deped algorithms specif-
ically tailored for medical applications. And recent adwes have made it possible to
perform standard reasoning tasks on large-scale meditalbgies such as SNOMED
CT—an ontology with more than 300 000 concepts and more thaillian semantic
relationships—in less than half an hour; a feat that woulehmovoked disbelief ten
years ago [35].

At present the ultimate vision of the Semantic Web based pressive ontologies
as formulated by Berners-Lee et al. [36] remains largelysaaech initiative. However,
the vision initiated significant interest with regards te tiequired technologies for the
enabling of the Semantic Web [2, 3, 4, 5]. Notably, the W3@namended a number
of standards for languages of increasing expressivity piti by the Semantic Web
layered architecture [36, 27]. One of these is OWL, the Welodgy Language[10]
used as a standard to express formal ontologies [37, 31].

One of the consequences of the standardisation of OWL by 8i€ Wthe develop-
ment of several tools and reasoners that support the dewelaof formal ontologies
based on the OWL standard. Notable ontology editors ar&gect [38] and SWOOP
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[39]. Reasoners provide computable and complete reasémir@WL ontologies, and
some are integrated into the ontology editors. Notableoras are Fact++ [40] and
Pellet [41]. A summary of a substantial number of SemanticbWls, including
OWL ontology editors and reasoners can be found at httpuAe& org/topic/ Seman-
ticWebTools, From the above it is clear that, even thougkdheols are still under
development, the momentum generated will soon ensure dhaaf ontologies with
their supporting technologies and tools enter mainstreaheting approaches.

The next section will argue for the incorporation of thesdg@nd technologies into
the modeling of the architectures necessary in an enteraréhitecture framework.

3 The use of Formal Ontologies to Model Enterprise Architectires
in EA Frameworks

In the previous sections we discussed enterprise arahitec(EA) as models, and their
relationships within enterprise architecture framewdik8F), as well as the recent
technologies in computer science used for formal modetlimgl (ontologies). In this
section we discuss a proof-of-concept experiment conduotavestigate the use of a
state-of-the-art ontology editing tool namely Protég with its associated reasoners
(Fact++ and Pellet 1.5) to model an existing process modadldped as part of PhD
thesis research work to extract generic process models [42]

Within the Zachman framework, one of the tools used to modkiran two (the
How or FUNCTION column (refer to Figure 1 and row two and three (Business mode
(Conceptual) and System model (Logical))is the processano@urtis et. al [43] de-
fine a process model as an abstract description of an actymbposed process that
represents selected process elements that are considepas$e of the model. Jacobs
[44] argues that there are three types of models, those osediferprise architectures,
those used as framework models for standardization aneé tleosapplying methods.
The process model developed focus on models used to vievetteviour of processes
for workflow application development, similar to those pgsbéd in articles by Weske,
Goesmann, Holten and Striemer [45] and Wu, Deng and Li [46].

The process model depicted in Figure 3 was compiled from a stagly environ-
ment to derive process reference models was the higher galudastitution (HEI)
application domain. The goal was to identify this high-lemeocess reference model
and also to do a more in-depth analysis of one of the high-j@meeesses, in order to
comment on the generic nature of sub-processes [42]. Thidyipical process model
that will be extracted to depict the high-level processemoénterprise in the Zachman
framework.

3.1 Approach

For the proof-of-concept experiment, we used the proceskehaiscussed in the previ-
ous section and depicted in Figure 3 and used Protgégédnsiate this process model
into an OWL 2.0 ontology. We used the Beta build 106 of Pretégn a MacBook.
Level of ontology engineer could be described as low inteliate if we have three
levels: beginner, intermediate and advanced.
The steps within Protégé 4 could be summarised as follow:
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Fig. 3. The high level process model of Higher Educational Indtns.

1. We first identified the componer®socess ProcessGoaand ProcessinputOutput
as concepts.

2. We identified the object propertibasGoa) hasinputandhasOutput

3. We then defined Rrocessas having at least one (or nohgjoals, inputs and out-
puts.

4. Next all the process goals and process inputs and outperes @ntered, first as
individuals and then as concefts

5. In the last step of the first iteration, a new condépmedProceswas created, and
all the specific processes in the process model were enfEnedtlass hierarchy is
depicted in Figure 4.

6. Duringthe modeling, both reasoners (Fact++ and PeBgtdere used to debug the
ontology and ensure that it is consistent. This ensuredatNaimedProcesis also
classified as rocessvhen it conformed to the definition as is evident in Figure 5.

7. During the second iteration we investigated the use d¥iddals versus concepts
for specific processes, process goals and process inputsignds.

8. During the third iteration, we tightened the definitionadProcesgo have at least
oneProcessGoahnd onlyProcessGoalss goals, and similarly for process inputs
and outputs via théhasGoaJ hasinputand hasOutputproperties as depicted in
Figure 6.

The next section discusses some experiences and findings.

! This is a DL or OWL / Protégé phenomenon in the modeling ddtextial quantification

2 Anindividual in OWL is an assertion in the ABox or an instatin of a concept e.gusan
as an instance of the concedperson A concept (or class) resides in the TBox and can be
refined further in the model.
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| Asserted class hierarchy Inferred class hierarchy |

v ©Thing

v @ NamedProcesses
NP_AcademicStudentSupport
NP_Assessment
NP_CourseDevelopment
NP_Distribution
NP_Production
NP_ReflectiveResearch
NP_Registration
NP_StudentSystem
Process

v @ ProcessGoal
PG_ToAssessStudentWork
PG_ToDeliverStudyMaterial
PG_ToDevelopStudyMaterial
PG_ToGainKnowledge
PG_ToMaintainStudentinfo
PG_ToPrintDuplStudyMaterial
PG_ToProvideAcademicSupport
PG_ToRegisterAStudent

¥ ' ProcesslinputOutput
PIO_AcademicRecord
PIO_AssessmentResults
P10_AssignmentOrExamPaper
PIO_BusinessRules
PIO_CopiesOfStudyMaterial
PI0_KnowledgeablePerson
PIO_LibraryMaterial
PIO_ListMaterialDelivered
PI0O_ProblemSolution
PIO_RegistrationForm
PIO_Registrationlnformation
PIO_ResearchDocument
PIO_ResearchMaterial
PIO_StudentInformation
PIO_StudyMaterial

Fig. 4. The process model concept hierarchy.
3.2 Experience

The following are noted experiences during the constraatiftan formal ontology for
a process model using Protégé 4.

— It was problematic to know how to model a process with its congmts and to
make reusable modeling decisions. Is it necessary to defiother level of ab-
straction, or should the process components be on the hikgvesof the concept
hierarchy? Are the components depicted sufficient for acpss models? In the
end we were guided by tHeSSprinciple for this experimentKeep It Simple and
Straightforward

— The old problem of ontology engineering also cropped up ukhwe define all
the 'things’ as concepts, or are some individuals? Durimdfitist iteration we went
as far as to classify all processes, process inputs and tsugmd process goals
as individuals, but this constrained the refining of conseptd querying, so we
decided to keep most processes and process inputs andoagmancepts. Process
goals could be modeled as individuals, and we use some goaidigiduals to test
the approach as is evident in Figure 7 whieasGoaluse thevalueproperty to link
to aProcessGoaindividual callediPG_ToProvideAcademicSupport
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| Asserted class hierarchy Inferred class hierarchy |
¥ ©Thing
Nothing

v @ NamedProcesses
NP_AcademicStudentSupport
NP_Assessment
NP_CourseDevelopment
NP _Distribution

oduction|
NP_ReflectiveResearch
NP _Registration
NP_StudentSystem

¥ = Process
NP_AcademicStudentSupport
NP_Assessment
NP_CourseDevelopment
NP_Distribution
NP_Production
NP_ReflectiveResearch
NP_Registration
NP_StudentSystem

» ©ProcessGoal

» O ProcessinputOutput

Fig. 5. The inferred process model concept hierarchy depictinyathedProcessesdso classi-
fied asProcesseaccording to the definition of a process.

Thing
hasGoal some ProcessGoal
hasInput some ProcessInputOutput
hasOutput some ProcessinputOutput
hasGoal only ProcessGoal
hasInput only ProcessinputOutput
hasOutput only ProcessinputOutput
hasGoal max 1 ProcessGoal
hasOutput max 1 ProcessInputOutput

Fig. 6. The final definition of &rocess

— ltis clear that the construction such a formal model woutfliree several iterations
and the input from domain experts both with regards to madelnd the processes.
This is not different from the construction of the originabpess model, however,
since ontology definitions are concise and both implicit erglicit consequences
are depicted and often unexpected, more iterations wouldaily be required.
This would however, result in a more concise model where theipe meaning of
concepts are expressed.

— The ontology tool lost the flow that was depicted in the ordjsiagram. This was
experienced as a huge drawback since this is one of the kaents of a process
diagram. The process flow knowledge are captured in the maxlid evident in
Figure 8, but it could not be displayed graphically and in hghio view. In Figure
8 we view theusageof the haslnputobject property and we can drive what inputs
are used for which processes.
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NamedProcesses

hasOutput some PIO_Registrationlnformation
hasOutput only PIO_Registrationlnformation

hasInput some PIO_AcademicRecord
hasInput some PIO_BusinessRules
hasInput some PIO_RegistrationForm

hasInput only (PIO_AcademicRecord
PIO_BusinessRules
PI0_RegistrationForm)

hasGoal value iPG_ToProvideAcadmicSupport
Process

Fig. 7. Using individuals and thealueproperty forhasGoal

Usage: hasinput T
Show: M this [ disjoints
Found 27 uses of haslnput

v ©NP_AcademicStudentSupport
NP_AcademicStudentSupport subClassOf hasinput some PIO_Studentinformation
NP_AcademicStudentSupport subClassOf hasinput some PIO_AssessmentResults
NP_AcademicStudentSupport subClassOf haslnput only (PIO_AssessmentResults

r PIO_Studentinformation)

v (NP_Assessment
NP_Assessment subClassOf hasinput some PIO_AssignmentOrExamPaper
NP_Assessment subClassOf haslnput only (PIO_AssignmentOrExamPaper
PIO_Studentinformation
or PIO_StudyMaterial)
NP_Assessment subClassOf hasinput some PIO_StudyMaterial
NP_Assessment subClassOf haslnput some PIO_Studentinformation
v @ NP_CourseDevelopment
NP_CourseDevelopment subClassOf hasInput only (PIO_KnowledgeablePerson
or PID_ResearchDocument)
NP_CourseDevelopment subClassOf haslnput some PIO_KnowledgeablePerson
NP_CourseDevelopment subClassOf hasinput some PIO_ResearchDocument
v ©NP_Distribution
NP_Distribution subClassOf hasinput some PIO_LibraryMaterial
NP_Distribution subClassOf hasinput some PIO_CopiesOfStudyMaterial
NP _Distribution subClassOf haslnput only (PIO_CopiesOfStudyMaterial
PIO_LibraryMaterial
PIO_Studentinformation)
NP_Distribution subClassOf hasinput some PIO_Studentinformation
v ©NP_Production
NP_Production subClassOf hasinput only (PIO_Studentinformation
PIO_StudyMaterial)
NP_Production subClassOf hasinput some PIO_Studentinformation
NP_Production subClassOf hasinput some PIO_StudyMaterial

Fig. 8. Theusageof the haslnputobject property.
4 Findings

The experiment conducted for the proof-of-concepts fas gusition paper was very
basic and it is clear that the use of formal ontologies asrprige architecture models
require extensive research. However, the following becawigent:

— It was relatively easy to capture the knowledge in the ch@gseness model dia-
gram in an ontology. This is probably because a high-levet@ss model is not
very precise. An example thereof is the process outgntsvledgeable perscand
Student informationthat are clearly very different. It would be possible to defin
much more elegantly what is meant by these terms, but thaldvwemmplicate the
model substantially, and it is not knowledge that was in thigilmal diagram. To
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model both these as sub-concepts dfracessinputOutputoncept was straight-
forward and captured the same knowledge as contained irritfiaal diagram.

— Protégé 4 was easy to use and enabled us to easily credtertted ontology. The
only drawback was the graphical rendering of the processifltawmation that was
evident in the original diagram and which cold not be rendeaisfactorily.

4.1 Advantages

From the experiment, the following evident advantagesaballisted, but the list is by
no means complete:

— The use of this approach allows an architect to specify sendefinitions of con-
cepts. In our experiment we define®ecessspecifically, and this definition could
be used to ensure that all the specific processes are indeszspes when we used
the reasoning support.

— The use of a precise definition also assisted with debug¥fifieen a specific pro-
cess was not classified agPaocess we knew there was something wrong in our
process description or in the definition. this enables usituee that the model is
complete and consistent.

— The reasoners depict all consequences of our model, notramgxplicit statements
we made, but also implicit consequences. In our experinferget are relatively
trivial, but it was evident that implicit consequences Wi very valuable once the
models are complex.

— The Protégé 4 environment was easy to use if one knew wieavanted to do, but
for that familiarity with the modeling language is a prerisife.

— Ontology editors such as Protégé 4 assists architectsettifg models in a stan-
dardised language (usually OWL) which will promote intezogbility.

4.2 Disadvantages

From the experiment, the following disadvantages wereesiid

— One of the first observations in this regard is that there areently no firmly
established methodologies for ontology engineering.deiserally recognised that
this is a research topic that warrants urgent attention. [Wifhin an enterprise
architecture framework, this is even more important andl pvdbbably have to be
tailored towards the specific architecture model requirghlimthe framework

— There are still only a limited number of tools available. $&¢ools have matured
substantially over the past few years, but their availghiBmains a disadvantage.

— Tied to the above is the limited functionality of ontologyts. The most evident
was the ability to generate a graphical display of the omfgl@nd specifically
in our experiment - the ability to view the process flow thaswantained in the
model but could not be easily extracted. Graphical disptagssery important for
conceptual modeling.

— It was also evident that, although a variety of tools existdiotology construction
and maintenance [48, 49, 38], these tools remain accessifilely to those with
specialised knowledge about the theory of ontologies.
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— It was difficult to debug the model because the reasoner wanllgldepict a con-
cept as inconsistent and would not show a reason or exptem&ine had to resolve
errors using trial and error, and these errors were oftenau@expected conse-
quences of statements made earlier.

5 Conclusions

From the proof-of-concept experiment it is clear that formiatologies and the as-
sociated technologies can play a substantial role to erhtrecmodels required for
enterprise architecture frameworks, because the modelnare explicit, precise and
consequences can be exposed. These models are also batmtdandised languages
and will promote interoperability of models within an enqtdse architecture frame-
work.
With this position paper, we want to set the agenda for funtegearch in this field.

The proof-of-concept experiment yielded some promisirgigints, and we identified
the following areas of interest for immediate researchétta:

— Itis necessary to do research into defining base models abwaries for all the
architectures in an enterprise architecture frameworkekample, it is necessary
to precisely define procesgrecisely and ensure that all models using the process
concept adhere to the definition.

— It is necessary to do research into the development of metbgigs, techniques
and tools that support the development of formal modelsiwigim enterprise ar-

chitecture framework.
— It is necessary to investigate integration and interogktyabetween architecture
models within an enterprise architecture framework.
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