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Abstract. Most approaches to text classification rely on some measure of (dis)si-
milarity between sequences of symbols. Information theoretic measures have
the advantage of making very few assumptions on the models which are con-
sidered to have generated the sequences, and have been the focus of recent in-
terest. This paper compares the use ofZheMerhav methodZMM) and the
Cai-Kulkarni-Verdi methodCKVM) for the estimation of relative entropy (or
Kullback-Leibler divergence) from sequences of symbols when used as a tool for
text classification. We describe briefly our implementation of the ZMM based
on a modified version of theempel-Ziv algorithm(LZ77) and also the CKVM
implementation which is based in tBarrows-Wheeler block sorting transform
(BWT). Assessing the accuracy of both the ZMM and CKVM on synthetic Markov
sequences shows that CKVM yields better estimates of the Kullback-Leibler di-
vergence. Finally, we apply both methods in a text classification problem (more
specifically, authorship attribution) but surprisingly CKVM permforms poorly
while ZMM outperforms a previously proposed (also information theoretic) method.

1 Introduction

Defining a similarity measure between two finite sequences, without explicitly mod-
elling their statistical behavior, is a fundamental problem with many important applica-
tions in areas such as information retrieval or text classification.

Approaches to this problem include: various types of edit (or Levenshtein) distances
between pairs of sequence®( the minimal number of edit operations, chosen from
a fixed set, required to transform one sequence into the otheresgdl], for a re-
view); “universal” distancesi.g¢. independent of a hypothetical source model) such as
the information distancg2]; methods based on universal (in the Lempel-Ziv sense)
compression algorithms [3] [4] and on the Burrows-Wheeler block sorting transform

[5].
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In this paper, we consider using the methods proposed by itivMerhav (ZM)
[3] and by Cai, Kulkarni and Verdd (CKV) [5] for the estimati of relative entropy,
or Kullback-Leibler (KL) divergence, from pairs of sequescof symbols, as a tool
for text classification. In particular, to handle the textreurship attribution problem,
Benedetto, Caglioti and Loreto (BCL) [4] introduced a “diste” function based on
an estimator of the relative entropy obtained by usingghip compressor [6] and file
concatenation. This work follows the same idea of estingadidissimilarity using data
compression techniques, but using both the ZM method [7]thedCKV method [5],
with the main purpose of comparing these two KL divergentienegors in this context.

We describe briefly our implementation of the ZM method based modified ver-
sion of the Lempel-Ziv algorithm (LZ77) and also the CKV mathimplementation
which is based in the Burrows-Wheeler block sorting tramef¢BWT) [8]. We as-
sess the accuracy of both the ZM and CKV estimators on syinthletrkov sequences,
showing that, for these sources, CKV yields better estimat¢he KL divergence. Fi-
nally, we apply both ZM and CKV methods to an authorship ladtiion problem using
a text corpus similar to the one used in [4]. Results showsGK& method permforms
poorly while ZM method outperforms the technique introdiize[4].

The outline of the paper is has follows. In Section 2 we rettedl fundamental
tools used in this approach: the concept of relative entesylthe relationship between
entropy and Lempel-Ziv coding. In Section 3 we describeflyritne BCL, ZM and
CKV methods. Section 4 presents the experimental resulte Bection 5 concludes
the paper.

2 Data Compression and Similarity Measures

2.1 Kullback-Leibler Divergence and Optimal Coding

Consider two memoryless sourcdsand B producing sequences of binary symbols.
SourceA emits a0 with probabilityp (thus al with probability 1 — p) while B emits

a 0 with probability . According to Shannon [9], there are compression algosthm
that applied to a sequence emitted Aywill be asymptotically able to encode the se-
guence with an average number bits per character equal &otiree entropyd (A),
i.e, coding, on average, every character with

H(A) = —plogyp — (1 —p) logy(1 —p) bits. 1)

An optimal code foi3 will not be optimal for.A (unless, of coursg, = ¢). The av-
erage number of extra bits per character which are wasted wheencode sequences
emitted by.A4 using an optimal code faB is given by the relative entropy (KL diver-
gence) betweenl andB (seeg.g, [9)]), that is

1
D(A|IB) = plogy  + (1.~ p) logy T—- e

The observation in the previous paragraph points to thevatlg possible way of
estimating the KL divergence between two sources: desigsptimal code for source
B and measure the average code-length obtained when thisicaged to encode



sequences from sourcé The difference between this average code-length and the en
tropy of A provides an estimate dP(.A||B). Of course, the entropy ofl itself can

be estimated by measuring the average code-length of amaptode for this source.
This is the basic rationale underlying the approaches @@gm [4], [3], and [5]. How-
ever, to use this idea for general sources (not simply fonteenoryless ones that we
have considered up to now for simplicity), without havingetplicitly estimate models

for each of them, we need to use some form of universal codingniversal cod-

ing technique (such as Lempel-Ziv [10] or BWT-based codittj) is one that is able

to asymptotically achieve the entropy rate lower bound euthprior knowledge of a
model of the source (which, of course, does not have to be méess) [9].

2.2 Relationship between Entropy and Lempel-Ziv Coding

Assume a random sequence= (z1, 2, ..., ¥, ) Was produced by an unknown order-
n stationary Markovian source, with a finite alphabet. Coasithe goal estimating
the nth-order entropy, or equivalently the logarithm of the jogmobability function
—(1/n)logy p(x1, xa, ..., z,,) (from which the entropy could be obtained). A direct ap-
proach to this goal is computationally prohibitive for larg or even impossible if. is
unknown. However, an alternative route can be taken usiadalfowing fact (see [9],
[12]): the Lempel-Ziv (LZ) code length fax, divided byn, is a computationally effi-
cient and reliable estimate of the entropy, and hence als¢bfn) log, p(x1, x2, ..., T.,).
More formally, letc(x) denote the number of phrasesdmesulting from the LZ incre-
mental parsing oX into distinct phrases, such that each phrase is the sheegsence
which is not a previously parsed phrase. Then, the LZ codgheforx is approximately

c(x) logy c(x) 3)

and it can be shown that this quantity converges (wjthlmost surely to-(1/n)

log, p(x1, 22, ...,xy,), @8Sn — oo [3]. This fact suggests using the output of an LZ
encoder to estimate the entropy of an unknown source witkxplicitly estimating its
model parameters.

3 Information Theoretic Methods

3.1 The Method of Benedetto, Caglioti and Loreto

Benedettcet al [4] have proposed a particular way of using LZ coding to eatathe
KL divergence between two sources (in fact, sequendeashd 5. They have used the
proposed method for context recognition and for classificabf sequences. In this
subsection, we briefly review their method.

Let | X | denote the length in bits of the uncompressed sequ&Entst L x denote the
length in bits obtained after compressing sequeXxi¢a particular, [4] usegzip, which
is an LZ-based compression algorithm [6]), andXet Y stand for the concatenation
of sequenceX andY (with Y afterX). Let A andB be “long” sequences from sources



A andB, respectively, and lét be a “short” sequence from sourBe As proposed by
Benedettcet al, the relative entropy) (A||B) (per symbol) can be estimated by

D(A[|B) = (Aay — Ap)/|0], 4)

whereA s, = Layy, — La andApg, = Lpy, — Lp. Notice thatA 4, /|b| can be seen
as the code length (per symbol) obtained when coding a seqieym/5 (sequenceé)
using a code optimized fad, while Ag,/|b| can be interpreted as an estimate of the
entropy of the sourcs.

To handle the text authorship attribution problem, Bened&taglioti and Loreto
(BCL) [4] defined a simplified “distance” functiadf( A, B) between sequences,

d(A,B) = Aup = Layp — La, 5)

which we will refer to as the BCL divergence. As mention befak 4 5 is a measure of
the description length aB when the coding is optimized td, obtained by subtracting
the description length of from the description length oA + B. Hence, it can be stated
thatd(A, B") < d(A, B") means tha3” is more similar toA thanB’. Notice that the
BCL divergence is not symmetric.

More recently, Puglisét al[13] studied in detail what happens when a compression
algorithm, such as LZ77 [10], tries to optimize its featuaiethe interface between two
different sequenced and B, while compressing the sequende+ B. After having
compressed sequendethe algorithm starts compressing sequeBasgsing the dictio-
nary that it has learned from. After a while, however, the dictionary starts to become
adapted to sequence B, and when we are well into sequeice dictionary will tend
to depend only on the specific featureshfThat is, if B is long enough, the algorithm
learns to optimally compress sequerigeThis is not a problem when the sequetige
is sufficiently short for the the dictionary not to become pietely adapted td3, but
is a serious problem arises for a long sequeBic@he Ziv-Merhav method, described
next, does not suffer from this problem, this being what watéd us to consider it for
sequence classification problems [7].

3.2 Ziv-Merhav Empirical Divergence

The method proposed by Ziv and Merhav [3] for measuring irdagntropy is also
based on two Lempel-Ziv-type parsing algorithms:

— The incremental LZ parsing algorithm [12], which is a selfrgiag procedure
of a sequence into(z) distinct phrases such that each phrase is the shortest se-
guence that is not a previously parsed phrase. For exangpte,+ 11 andz =
(01111000110), then the self incremental parsing yields 1, 11, 10, 00, 110),
namely,c(z) = 6.

— A variation of the LZ parsing algorithm described in [3], whiis a sequential pars-
ing of a sequence with respect to another sequencécross parsing). Let(z|x)
denote the number of phraseszwvith respect tax. For example, let as before
andx = (10010100110); then, parsing with respect to yields(011, 110, 00110),
thatisc(z|x) = 3.



Ziv and Merhav have proved that for two finite order (of anye)dVarkovian
sequences of lengtihthe quantity

A(Z|[x) = % [c(z]x) logy n — ¢(2) log, ¢(2)] (6)

converges, aa — oo, to the relative entropy between the two sources that editte
two sequencesandx. Roughly speaking, we can observe (see (3))dt@tlog, c(z) is

the measure of the complexity of the sequenebtained by self-parsing, thus providing
an estimate of its entropy, whild /n) ¢(z|x) log, n can be seen as an estimate of the
code-length obtained when codingising a model fok. From now on we will refer to
A(z||x) as the ZM divergence.

Our implementation of the ZM divergence [7] uses the LZ7&&thm to make the
self parsing procedure. To perform the cross parsing, wigded a modified LZ77-
based algorithm where the dictionary is static and only tle&&head buffer slides over
the input sequence, as shown in Figure 1.

Lz77

Di ctionary
<—|. ..this brave new world... ||brave woman  |<— input
sequence

mat ch found
Zi v- Mer hav
Dictionary
...this brave man... |<— reference sequence
(nodel )
f LAB

sequence

Fig. 1. The original LZ77 algorithm uses a sliding window over theuhsequence to get the
dictionary updated, whereas in the Ziv-Merhav cross pgrpimocedure the dictionary is static
and only thdookahead buffe(LAB) slides over the input sequence.

Two important parameters of the algorithm are the dictigisare and the maximum
length of a matching sequence found in the LAB; both influghegparsing results and
determine the compressor efficiency [6]. The experimemgsnted in the Experiments
section were performed using a 65536 byte dictionary andba2te long LAB.

3.3 The BWT-based Method
The divergence estimator proposed by Cai, Kulkarni and Wexgblies the Burrows-

Wheeler transform (BWT) to the concatenation of the two seges for which the
estimation divergence is wanted.



The BWT is a reversible block-sorting algorithm [8]. It op&gs on a sequence of
symbols, produces all cyclic shifts of the original sequersorts them lexicographi-
cally, and outputs the last column of the sorted table. Faefimemory sources, per-
forming the BWT on a reversed data sequence groups togethdods in the same
state. Using the BWT followed by segmentation is the bastéaidehind the entropy
estimation in [14]. This idea was extended to divergendenasion [5] introducing the
joint BWT of two sequences as illustrated in Figure 2.

ESTIMATE §,(1)

—
z BWT(z') SEGMENTATION ~ —>|
RN

REVERSER . ESTIMATE 4,2
according to z : T
—>| ESTIMATE §,(T2)

AVERAGE :
-1/nlog 4,(2)

ESTIMATE (1)

71 Joint | By
X% REVERSER i SEGMENTATION —> )

ESTIMATE p, (2
—=> BWT [—>t accordingtox - kd

ESTIMATE p,(Tx) —/

BWT(z'x)

Fig. 2. Block diagram of the divergence estimator via the BWT.

4 Experiments

4.1 Synthetic Data: Binary Sources

The purpose of our first experiments is to compare the thieatetalues of the KL
divergence with the estimates produed by the ZM and the CKthaus, on pairs of
binary sequences with 100, 1000 and 10000 symbols. The segsigvere randomly
generated from simulated sources using both memorylessrded1 Markov models.
For the memoryless sources, the KL divergence is given byesspn (2), while for
the order-1 sources it is given by

D(pllg) = Y pla1,z2) log, %. )

Z1,T2

Results for these experiments using 10000 symbols are showigure 3. Each
plot compares the true KL divergence with the ZM and CKV eatigs, over a varying
range of source symbol probabilities. The results show fbathis type of source, the
CKYV method provides a more accurate KL divergence estintate the ZM technique
(which may even return negative values when the sequenee&®gayr similar).

4.2 Text Classification

Our next step is to compare the performance of the ZM and CKivhasors of the KL
divergence with the BCL divergence on the authorship attiém problem. We use the
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Fig. 3. KL divergence estimates obtained by the ZM and CKV methodssus the theoretical
values. Each circle is the sample mean value and the vebigcalthe sample standard deviation
values, evaluated over 100 pairs of sequences (of lengt®0)0Bor the 1st-order Markov source
we use the state transition matrix shown and consider a mainggues ofp € [0, 1].

same text corpus that was used by Benedsttd [4]. This corpus contains a set of 86
files of several Italian authors, and can be downloaded framviberliber.it. Since we
don’t know exactly which files were used in [4], we apply alSolBmethod to this new
corpus of Italian authors. In this experiment, each textdssified as belonging to the
author of the closest text in the remaining set. In other wottoe results reported can
be seen as a fuleave-one-out cross-validatiqh OO-CV) performance measure of a
nearest-neighbor classifier built using the considereerdence functions.

The results of this experiment, which are presented in Thldhow that the ZM
divergence outperforms the other divergences over the same corpus. Our rate of
success using the ZM divergence is 95.4%, while the BCL aadaKV divergence
achieves rate of success of 90.7% and 38.4% respectiveticeNihat the CKV rate
of success will improve to 47.7% if each text is classified el®iging to one of the
authors of the two closest texts in the remaining set.

5 Conclusions

We have compared the Cai-Kulkarni-Verd (CKV) [5] and the-Klerhav (ZM) [3]
methods for Kullback-Leibler divergence estimation, asskssed their performance as



Table 1. Classification of Italian authors: for each author, we réefioe number of texts consid-
ered and three values of classification success rate, ebtaising the method of Benedetto,
Caglioti and Loreto (BCL), the Ziv-Merhav method (ZM) andetmethod proposed by Cai,
Kulkarni and Verdl (CKV).

Author  |No. of text§BCL |ZM |CKV
Alighieri 8 Tl T
Deledda 15 15 |15| O
Fogazzaro 5 3|15 4
Guicciardini 6 6 |5 0
Macchiavell 12 11 [11] 5
Manzoni 4 4 |3 4
Pirandello 11 9 |11 3
Salgari 11 11 (11| 8
Svevo 5 515 1
Verga 9 719 1
Total 86 78 | 82| 33

a tool for text classification. Computational experimetisvged that the CKV method
yields better estimates of the KL divergence on synthetiddghasequences. However,
when both methods were applied to a text classification prolispecifically, author-
ship attribution), the CKV method was clearly outperforrbgd M method, which also
outperforms the method introduced by Benedetto, Caglitilaoreto [4]

Future work will include further experimental evaluatiamather text classification
tasks, as well as the development of more sophisticatedtk@ssification algorithms.
Namely, we plan to define information-theoretic kernelsgoiasn these KL divergence
estimators and use them in kernel-based classifiers suchpasrs vector machines
[15].
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