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Abstract. In this paper we introducefarmal modebf dialogue based on gram-

mar systems theoryConversational Grammar Systerf3GS). The model takes

into account ideas from the study of human-human dialogue in order to define a
flexible mechanism for coherent dialogues that may help in the design of effective
and user-friendly computer dialogue systems. The main feature of the model is to
present amction viewof dialogue. CGS model dialogue as an inter-action, this is

a sequence ddctsperformed by two or more agents in a common environment.
We claim that CGS are able to model dialogue with a high degree of flexibility,
what means that they are able to accept new concepts and modify rules, protocols
and settings during the computation.

1 Introduction

Human-computer interaction (HCI) did not exist as a field of scientific inquiry in the
earliest days of computers because very few people interacted with computers, and
those who did generally were technical specialists. Papers on the topic began to appear
only in the 1960s. As more and more people found themselves using computers for a
broadening variety of tasks, the topic became an important focus of research. HCI has
now been a major area of research in computer science, human factors, engineering
psychology and closely related disciplines.

According to [12], a goal of human factors research with computer systems is to
develop human-computer communication modes that are both error tolerant and easily
learned. Since people already have extensive communication skills through their own
native or natural language, many believe that natural language interfaces can provide the
most useful and efficient way for people to interact with computers. Taking into account
this idea, what we propose in this paper is to start by the study and analysis of spoken
human-human dialogues in order to abstract their main principles and mechanisms and
to apply them to the definition of a formal model of dialogue that may be used for
designing effective, efficient and user-friendly computer dialogue systems.

Research on dialogue has been largely absent from academic disciplines till the sec-
ond half of this 20th century. Importance of dialogue was discovered by an empirical
discipline, known as Conversation Analysis, that emerged in the early 1960s within the
field of ethnomethodology. The main purpose of that research stream —always related
to the names of Sacks, Schegloff and Jefferson— can be stated quite simple: to describe
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‘technology of dialogueThe most important objective of conversation analysis &xto
plain procedures used by participants in a dialogue to prediterances and to make
sense of other people’s talk. Being concerned with talk asllalorative matter and
with how parties can jointly produce an organised sequehtalg conversation analy-
sis tries to specify how the consecutive actions that disdagpnsists of are related one
to another and how they build up a conversational sequenethddology and results
obtained by researchers in the field of conversation arsahgie revealed as quite use-
ful in the area of human-computer interaction. Computesrggsts such as Norman and
Thomas or Robinson have pointed out that utility:

‘Conversation Analysis seems to us to offer the possildfithe provision
of comprehensive and secure design information based ohereat view of
interaction, although representing an investigative mhgm quite different to
those currently employed in Human-Computer Interacticeagch.[11].

‘The findings of one particular form of ethnomethodologiwalrk, that of
Conversational Analysis, seem prima facie to be directlgvant to human-
computer interaction|14].

The model we introduce in this paper is based on the theoryashgnar systems
and takes into account ideas from the study of human-hunsagiie in order to de-
fine a flexible mechanism for coherent dialogues. The aim eftlodel is to see how
productive can be to reproduce in human-computer dialodetsls of natural conver-
sations between people. In order to fulfil that goal, we usauinformal model ideas,
techniques and procedures that have been proposed to aémomman dialogue. The
main feature of this model is to presentastion viewof dialogue. Therefore, next sec-
tion will be devoted to overview some action-based apprestb language. Section 3
will introduce Conversational Grammar Systems as a folaraduage-model that de-
fines dialogue as Inter-Action. Last section present sona femarks and directions
for future work.

Throughout the paper, we assume that the reader is familiathe basics of formal
language theory, for more information see [15].

2 Dialogue as Inter-action

Within a philosophical tradition begun by Austin [3], diglee is viewed as a sequence
of speech actsuttered by each party to achieve certain goals. He obséhegshere
exists a type of utterances that do not describe or repothangyyat all, but that their
uttering is thedoing of an actionHe calls this special type of utterangasrformative
sentencedn order to stress the idea that the issuing of the utteramnite performing
of an action and not just the saying of something (as is the cbsonstative sentences).
After having postulated the existence of performative eeees that cannot be said to
be ‘true’ or ‘false,’ but that can be qualified at most as ‘hgpgr ‘unhappy, Austin
observes that in any utterance we can individuate threerdift types of acts, being
one of them the act afoingsomething while uttering the sentence.
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By introducing the idea of illocutionary act, Austin openbat has been a very
influential theory, namely theory aipeech actsHowever, that theory would not have
had the repercussion it has actually had without the figuidbh Searle. Work done
by this author in the field of speech acts is considered asystersatic development
and continuation of Austin’s

Speech act theory considers the interactive use of langodmgeof primary impor-
tance. According to [6], speech act theory has been a majocemf inspiration for
all action-based approaches to language, and has bedulfoaith in the development
of pragmatics and as a conceptual framework for thinkinggabaman computer di-
alogue.Action viewof dialogue is perfectly resumed in Searle’s sentefitaking is
performing acts according to rule$16].

An important action theory of language Bynamic Interpretation Theor{DIT)
introduced by Bunt [5]. In DIT, dialogues are viewed inaation perspectivd.anguage
is considered a tool to perform context-changing actiorgofding to DIT, a dialogue
can be analysed in terms of combinations of actions callabbgue actdefined as:
‘Functional units used by the speaker to change the confBkt.

Many authors have defended the idea that to use languageperftarm acts ac-
cording to rules. Next to speech act theory or Bunt's DIT, &g find thesis as the one
presented by Clark [7] who views language use —and, thexetbalogue— as pint
action defining joint action a¥One that is carried out by an ensemble of people act-
ing in coordination with each otheiFor this researcheiWhat people do in arenas of
language use is to take actions!

In a similar fashion, in [9] it is claimed that analysis of idigue ought to be based
on a theory of collective action. These authors take langaagaction and study those
aspects of language use which can be explained followingrgéprinciples of coop-
erative interaction. Also for Sharrock & Anderson, the paimn characteristic of the
utterances conversation analysis deals wittofen less that they are verbal actions,
but that they are actiong.17].

Another general action-based approach to language hasdaxefoped by All-
wood and co-workers and has been catainmunicative Activity Analygi%] [2]. Like
speech act theory, Allwood’s approach takes the view thatngonication is action and
provides a conceptual analysis of action, social activitgt athics in communication
with considerable depth and generality.

The above are just few examples of thetion viewof language use. All of them
share the idea of defining a dialogue apéoform actions in a specific contekt.order
to apply these ideas to the design of dialogue systems, we andermalized theory
that takes into account both general principles of natiaafjliage dialogue and, of
course, this generalized view of dialogue as action. In td Bection, we provide a
formal model that tries to capture these ideas by using adblamguage-theoretical
framework.

3 Conversational Grammar Systems: An Inter-action Model

The model we introduce here is based on Grammar Systemsyll@rammar systems
can be characterized as a device where agmrfsrm actions according to rules.
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Grammar systems theory is a consolidated and active brarttie ifield of formal
languages [8] that provides syntactic models for desagibiulti-agent systems at the
symbolic level, using tools from formal grammars and larggsga Grammar systems
theory has been widely investigated and nowadays coresitutvell-developed formal
theory that presents several advantages with respecssicdmodels. However, being
a branch of formal languages, researchers in the field of myamsystems have concen-
trated mainly on theoretical aspects. Roughly speakingammar system is aetof
grammars working together, according to a specified protte@enerate a language.
Notice that while in classical formal language theonegrammar (or automata) works
individually to generate (or recognizene language; here, instead, we ha@veral
grammars working together in order to produrelanguage.

While grammar systems are related to Artificial Intelligerecsubfield of the theory,
—the so-called eco-grammar systems— is closely relatedtifichal Life. Eco-grammar
systems provide a syntactical framework for eco-systehis,i$, for communities of
evolving agents and their interrelated environment. Briefh eco-grammar system is
defined as a multi-agent system where different componeptst from interacting
among themselves, interact with a special component caiedronment’ [13].

Here we introduce a new modelonversational Grammar SysteffGGS). CGS
are multi-agent systems based on grammar systems, spicificthe so-called eco-
grammar systems. Conversational grammar system offenaefwark with a high de-
gree of flexibility, what means that they are able to accept nencepts and mod-
ify rules, protocols and settings during the computatiovol&ion and action are in-
volved in a consistent way in environment/contexts, whiliei-action of agents with
the medium is constant.

According to the idea that dialogtean be understood as the sustained production
of chains of mutually-dependent acts, constructed by twmane agents each moni-
toring and building on the actions of the othgL0], conversational grammar systems
intend to describe dialogue as a sequenceanitext-change-actionallowed by cur-
rent environment and performed by two or magents.Therefore, in conversational
grammar systems we understand dialogue as inter-actignistla sequence aicts
performed by two or more agents in a common environment.

In what follows we introduce the formal definition of our mdde

Definition 1 A Conversational Grammar System (CGS) of degree > 2, is an(n +
1)-tuple:

Y =(FE,A,..., An),
where:

- E=(Vg, Pg),
e Vg: an alphabet;
e Pg: afinite set of rewriting rules ofvg
- A= (Vi’Pi’R%(piaq/}ivﬂ'iapi) y1<i<n,
e V;: an alphabet;
e P;: afinite set of rewriting rules of;;
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R;: afinite set of rewriting rules ofvg;
i Vi — 27
i Vi x VT — 2B
;. the start condition;
p;- the stop condition;
m; and p;: predicates orl/;. We can define the following special types of pred-
icates. We say that predicateon V}; is of:
* Type(a) iff o(w) = true for allw € V3;
x Type(rc) iff there are two subset® and @ of Vg ando(w) = true iff w
contains all letters of? andw contains no letter of);
x Type(K) iff there are two words: andz’ overVg ando(w) = true iff z
is a subword ofv andz’ is not a subword ofy;
x Type(K') iff there are two finite subsef® and (@ of V5 ando(w) = true
iff all words of R are subwords ofv and no word of)) is a subword ofu;
x Type(C) iff there is a regular seR? overV; ando(w) = true iffw € R.

The items of the above definition have been interpreted dowsi a) E represents
the environment described at any moment of time by a stuipg over alphabel/g,
called thestate of the environmenThe state of the environment is changed both by
its own evolution rulesPy and by the actions of the agents of the systein,1 <
i < n.b)A;; 1 < i < n, represents an agent. It is identified at any moment by a
string of symbolsw;, over alphabe¥;, which represents its current state. This state
can be changed by applying evolution rules frétn which are selected according to
mappingy; and depend on the state of the environmehtcan modify the state of
the environment by applying some of its action rules fr&n which are selected by
mappingy; and depend both on the state of the environment and on tre cftthe
agent itself. Start/Stop conditions df, are determined by; andp;, respectively.A;
starts/stops its actions if context matchesand p;. Start/stop conditions ofi; can be
of different types{a) states that an agent can start/stop at any monentmeans that
it can start/stop only if some letters are present/absetitdrcurrent sentential form.
And (K), (K') and(C) denote such cases where global context conditions have to be
satisfied by the current sentential form.

CGSs intend to describe dialogue as a sequencertiéxt-change-actioradlowed
by the current environment and performed by two or nagentsin this view, araction
is defined as the application of a rida the environmental string

Definition 2 By an action of an active agent; in statec = (wg; w1, wa, ..., w,) We
mean a direct derivation step performed on the environmestéde w g by the current
action rule set); (wg, w;) of A;.

Definition 3 A state ofa CGS' = (F, Ay, ..., An), n > 2,is ann + 1-tuple:
0= (wE;w17"'7wn)7

wherewg € V3 is the state of the environment, angd € V*, 1 < i < n, is the state
of agent4;.
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Fig. 1. Conversational Grammar Systems.

This rule is appliedy an active agerdnd it is a rule selected by; (wg, w;).

Definition 4 An agentA; is said to be active in state = (wg; wy, we, ..., w,) if the
set of its current action rules, that i8, (wg, w;), is @a nonempty set.

Since dialogue in CGS is understood in termsarfitext changeswe have to define
how the environment passes from one state to another aslaakagents’ actions:

Definition 5 Leto = (wg;ws,...,w,) ando’ = (wg;wi, ..., w)) be two states of
aCGSY = (E,A,,...,A,). We say that’ arises fromo by a simultaneous action
of active agentsd; , ..., A, , where{iy,...,i.} C {1,...,n}, i; # iy, for j # k,

1 < j, k < r, onto the state of the environmen};, denoted by == . o', iff:

- wg = 1%z ...z, andwy = y1y2...y,, Wherex; directly derivesy; by using
current rule set); (wg,w;,) of agentA;,, 1 < j <r;
— there is a derivation:
a¥* a * a * a * /
WE = Wo :>Ai1 w1 :>Ai2 w9 :>A13 :>Air Wr = Wg
such that, forl < j <r, m;, (w;_1) = true andp;, (w;) = true. And forf € {t, <
k,> k} the derivation is:

a f a f a f a f ’
WE = Wy :>Ai1 w1 :>Ai2 wWa :>Ai3 cee Ty, Wr = WEg

such that, forl < j <r, m;, (w;—1) = true*, and
—w) =w;, 1 <i<n.

Y In this latter case the stop conditipp(w; ) = true is replaced by the stop condition given the
f-mode.
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However, in the course of a dialogue, agents’ states arenatsiified and the envi-
ronmental string is subject to changes due to reasonsetitférom agents’ actions. So,
in order to complete our formalization of dialogue develent) we add the following
definition:

Definition 6 Leto = (wg;ws,...,wy,) ande’ = (wy;wi,...,w,) be two states of a
CGSXY = (E, Ay, ..., An). We say that’ arises fromo by an evolution step, denoted
byo == 5 o, iff the following conditions hold:

— w’; can be directly derived fronvg by applying rewriting rule sePg;
— wj can be directly derived from; by applying rewriting rule sep; (wg), 1 < i <
n.

In CGS, the development of dialogue implies that bothstia¢e of the environment
andstate of agentshange. Such changes take place thanks to two differerd tfeo-
cessesaction stepsandevolution stepsBy means of the former, active agents perform
actions on the environmental string modifying its state; [titter imply the reaction of
context and agents which, according to the changes prodiycadents’ actions, mod-
ify their states. So, action steps and evolution stepsralterin the course of dialogue.
At the end, what we have is sequence of statagachable from the initial state by
performing, alternatively, action and evolution derieatisteps:

Definition 7 LetX = (F, A4,...,A,) be a CGS and let, be a state of. By a state
sequence (a derivation) starting from an initial statg of X we mean a sequence of
states{o; }22,, where:

- 0; == 0,1, fori =24, j > 0;and

-0 =5 0i41,f0ri=2j4+1,5>0.
Definition 8 For a given CGSY and an initial staterg of X, we denote the set of state
sequences oY starting fromog by Seq(X, o).
The set of environmental state sequences is:
Seqr(¥,00) = {{wei 2, | {0i}720 € Seq(¥, 00),0i = (WEi; Wi, - - -, Whe) }-
The set of state sequences of fi& agent is defined by:
Seqj(Z‘, 0'0) ES {{wﬂ};’il ‘ {Ui 1920 S Seq(27 O'()),O'i = (wEZ—;wu, e ,wji, e ,wm)}

Now, we associate certain languages with an initial conéitjon:

Definition 9 For a given CGSY and an initial states, of X', the language of the
environment is:

LE(Z,O'O) = {U)E & VE*‘ | {0’1' ?io S SG(](E,CT()),UZ' = (U)E;U)l,. .. ,wn)}.

and the language of-th agent is:

Lj(2700) = {wj € V/Z | {o’i}fio € Seg(2700)70i = (wE;wlw -, Wy, ,U}n)}
forj=1,2,... n.

Two important selection techniques in dialogue are the-taking system and the
adjacency pairs. If we want to provide a formal language actof turn-taking, we
should focus on the most important traits of this phenomeand make it susceptible
to formalization. In order to do so, we define differetgrivation modeshat control
how long an agent can act in the environmental state:
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Definition 10 LetX = (E, A4, ..., A,,) be aCGS. And lebg = z122...x, andwl =
y1y2...y- be two states of the environment. Let us considerthatlirectly derives from
wg by action of active agend;, 1 < i < n, as shown in Definition 5. We write that:

a <k ! a <K / /
wp =, wg iff wg =, wi, for somek’ < k;
o 2k o <K ,
wp =>4, Wi iff wg =3, wig, for somek’ > k;
% . k
wp =, W iff wp ==, wh, for somek;
t . * . . *
wp ==, wh iff wg ==, w}, and there is na # y withy =, .

In words, < k-derivation mode represents a time limitation whdrecan perform
at mostk successive actions on the environmental stringk-derivation mode refers
to the situation in which4; has to perform at leagt actions whenever it participates
in the derivation process. Witlkmode, we refer to such situations in which agdnt
performs as many actions as it wants to. And finaHglerivation mode represents such
cases in which4; has to act on the environmental string as long as it can.

One way of getting transitions with no gap and no overlap inSG& to endow
agents with annternal controlthat contains start/stop conditions that allow agents to
recognize places where they can start their activity, abaggblaces where they should
stop their actions and give others the chance to act. Thigds/stop conditions help
agents to recognizegansition relevance places.e. places where speaker change oc-
curs. Start/stop conditions have been formally defined ifinRen 1.

It seems quite common in talk exchanges to find paired actidosons such as
adjacency pairs, reactive pressures, discourse expmttagtc. intend to account for
the fact that utterances produced in dialogue are somehtesdieed and constrained
by preceding utterances in the talk exchange. Mappif@v s, w;) fulfils in CGS a
function analogous to the one carried out by all the abovenstin their respective
conversational models. This mapping establishes whidbrectre allowed for agent
A; at any given moment.

Closing a dialogue implies that participants stop theirvepsational activitybe-
cause they have reached their giathe talk exchange. For deciding when the compu-
tation terminates, we have to determine which string is todmsidered as the reference
point to signal the end of the derivation. We can identifyeatst three different styles
of closing derivation process in CGS:

Definition 11 Let X = (FE, Ay, ..., A,) be a CGS as in Definition 1. Derivation i
terminates in:

— Style (ex) iff forAy, ..., A, JA; cw; € T;, 1 <1 < m;
— Style (all) iff for Ay, ..., A,,, VA; : w; € T;, 1 <1 < n;
— Style (one) iff fordy, ..., A, A; cw; € T;, 1 < i < n.

According to the above definition, a derivation process éndsyle (ex)if there is
someagentA; that has reached a terminal string. It ends in stglf if everyagent in
the system has a terminal string as state. And it finishes/la gbne)if there isone
distinguished agent whose state contains a terminal st8tydes(all), (ex) and(one)
might account for three different ways of closing a dialogue

The following simple example illustrates how CGS work.
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Example 1 Consider the following CGSY = (E, A1, As), where:

- E=(Vg, Pg),
o Vg ={a,z,y};
e Pp={a—bb—ad’z—z,y— 1y}
- A1 = (V17P1,R1,<P1,¢1,W1,P1) with:
o Vi ={ch
o Pr={c—ch R ={a— a}
o ¢1(w) = P, foreveryw € V3;
o 1 (w;u) = Ry forw € {a,z,y}* andu = ¢, otherwisey; (w; u) = 0;
o m =trueforallw € V3; p; =trueforallw € V3.
— Ay = (Va, P2, Ra, 2,92, T2, p2) With:
o Vo ={d};
o Po={d—d}; Ro={b— y}
o wy(w) = P, for everyw € Vj;
o Yo(w;v) = Ry forw € {b, z,y}* andv = d, otherwisey, (w; v) = 0;
e m =true forallw € Vz; p» = true forallw € V.

2

Pg, P, and P, contain rules of an OL system applied in a parallel way. Rite&,
and R, are pure context-free productions applied sequentialét. s suppose that the
system is working in the arbitrary mode And let us take, = (a?; ¢, d) as the initial
state ofY'. Then, a possible derivation if is the following one:

(a3;c,d) :>2 (a2z;c,d) :>2 (b*z; ¢, d) :>2 (yb3z;c,d) :>2

(yaxcd)zz(yamaxcd)ﬁx

Notice, that we alternate action and evolution steps. Atyeeetion step one of the
agents rewrites one symbol of the environmental state ewhilkevolution steps both
environmental and agents’ states are rewritten accordm@lt rules.

4 Final Remarks and Future Work

In this paper we have introduced a formal model of dialogusetiaon grammar sys-
tems. Conversational grammar systems are able to modebdelwith a high degree
of flexibility, what means that they are able to accept newcepts and modify rules,
protocols and settings during the computation. Evolutiod action are involved in a
consistent way in environment/contexts, while interattbagents with the medium is
constant. CGS present some advantages to account for ukalaggeneration process
is highly modularisedy a distributed system of contributing agents; b) tesitextual-
ized linguistic agents re-define their capabilities accordimgontext conditions given
by mappings; c) andmergentit emerges from current competence of the collection of
active agents.

Moreover, we claim that CGS provides a powerful frameworkfémmalizing any

type of inter-action both among agents and among agents and the environment. Of

course, a topic where context and interaction among agemssential is the field of
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dialogue modelling and its applications to the design adaffe and user-friendly com-
puter dialogue systems where we think our model can be Hiragplied.

Finally, it seems this system is quite easy to implement, tduide simplicity of
the formalism and the computational background of the ragént theory we use.
Achieving a valid and simple computational implementatdithis formal framework
is the major research line for the future. A simple exampléngflementation of a
variant of this model can be found in [4].

References

1. Allwood, J.: Linguistic Communication as Action and Cooperation. Quibegy Mono-
graphs in Linguistics 2, Gteborg University (1976)

2. Allwood, J.: Obligations and Options in Dialogue. Thi®ik1994) 9-18.

. Austin, J.L.: How to Do Things with Words. Harvard University Pré&&ambridge (1962).

4. Bel-Enguix, G., Grando, A., Jiemez-lbpez, M.D.: A grammatical framework for modlling
multi-agent dialogues. In: Shi, Z. & Sadananda, R. (eds.): Agemblwing and Multi-
Agent Systems: 9th Pacific Rim International Workshop on Multi-AgenB&IMA 2006.
LNCS 4088, Springer, Berlin (2006) 10-21

5. Bunt, H.C.: Context and Dialogue Control. Thigk1994) 19-30.

6. Bunt, H.: Dialogue Pragmatics and Context Specification. In: BuntBkck, W. (eds.):
Abduction, Belief and Content in Dialogue. John Benjamins, Amsterd@®0(281-150.

7. Clark, H.H.: Using Language. Cambridge University Press, Ciagé (1996).

8. Csuhaj-Vaf, E., Dassow, J., Kelemen, Jauh, Gh.: Grammar Systems: A Grammatical
Approach to Distribution and Cooperation. Gordon and Breach, Loftie®v)

9. Korta, K., Larrazabal J.: Dialogue as Action. In: Korta, K., leaabal J. (eds.): Semantics
and Pragmatics of Natural Language: Logical and Computationalodsproceedings of
the Donostia-Toulouse 1993 Workshop. ILCLI, San Sebagt1993) 7-23

10. Levinson, S.C.: Pragmatics. Cambridge University Press, Gagey1983).

11. Norman, M., Thomas, P.: The Very Idea. Informing HCI De$igm Conversation Analysis.
In: Luff, P., Gilbert, N., Frohlich, D. (eds.): Computers and Casation. Academic Press,
London (1990) 51-65.

12. Ogden, W.C., Bernick, Ph.: Using Natural Language Intesfalte Helander, M.G., Lan-
dauer, T.K., Prabhu, P.V. (eds.): Handbook of Human-Conmpgateraction. Elsevier, Ams-
terdam (1997) 137-161.

13. Faun, Gh. (ed.): Artificial Life: Grammatical Models. Black Sea Unsiisr Press, Bucharest
(1995).

14. Robinson, H.: Towards a Sociology of Human-Computer Interacficsoftware Engineer’s
Perspective. In: Luff, P., Gilbert, N., Frohlich, D. (eds.): Corgya and Conversation. Aca-
demic Press, London (1990) 39—49.

15. Rozenberg, G., Salomaa, A.: Handbook of Formal Langu&peiger, Berlin (1997)

16. Searle, J.R.: Speech Acts. An Essay in the Philosophy of Larg@agnbridge University
Press, Cambridge (1969).

17. Sharrock, W., Anderson, B.: Epilogue: The Definition of Altenedi Some Sources of Con-
fusion in Interdisciplinary Discussion. In: Button, G., Lee, J.R.Es(edTalk and Social
Organization. Multilingual Matters LTD, Clevedon (1987) 290-321.

w



