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Abstract. The aim of this project is to identify speech using the facial muscle
activity and without audio signals. The paper presents an effective technique that
measures the relative muscle activity of the articulatory muscles. The paper has
also tested the performance of this system for inter subject variation. Three Eng-
lish vowels were used as recognition variables. This paper reports using moving
root mean square (RMS) of surface electromyogram (SEMG) of four facial mus-
cles to segment the signal and identify the start and end of the utterance. The RMS
of the signal between the start and end markers was integrated and normalised.
This represented the relative muscle activity, and the relative muscle activities of
the four muscles were classified using back propagation neural network to iden-
tify the speech. The results show that this technique gives high recognition rate
when used for each of the subjects. The results also indicate that the system ac-
curacy drops when the network trained with one subject is tested with another
subject. This suggests that there is a large inter-subject variation in the speak-
ing style for similar sounds. The experiments also show that the system is easy
to train for a new user. It is suggested that such a system is suitable for simple
commands for human computer interface when it is trained for the user.

1 Introduction

In our evolving technical world, it is important for human to have greater flexibility to
interact and control our computers and thus our environment. Research and develop-
ment of new human computer interaction (HCI) techniques that enhance the flexibility
and reliability for the user are important. Research on new methods of computer control
has focused on three types of body functions: speech, bioelectrical activity and the use
of mechanical sensors.

Speech operated systems have the advantage that these provide the user with flexi-
bility, and can be considered for any applications where natural language may be used.
Such systems utilise a natural ability of the user. Such systems have the potential for
making computer control effortless and natural. Further, due to the very dense informa-
tion that can be coded in speech, speech based human computer interaction (HCI) can
provide richness comparable to human to human interaction.
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In recent years, significant progress has been made in adgaspeech recognition
technology, making speech an effective modality in botkeghbny and multimodal
human-machine interaction. Speech recognition systewss lieen built and deployed
for numerous applications. The technology is not only inprg at a steady pace, but
is also becoming increasingly usable and useful. Howepegah recognition technol-
ogy has three major shortcomings; (i) it is not suitable ifsp@nvironments such as a
vehicle or a factory (ii) it is not suitable for people withegzh impairment disability,
such as people after a stroke attack, and (iii) it is not blétéor giving discrete com-
mands when there may be other people in the vicinity. Thispegports research to
overcome these shortcomings, with the intent to developstesythat would identify
the verbal command from the user without the need for thetosgyeak the command.
The possible user of such systems would be people with ditgakiorkers in noisy
environments, and members of the defence forces.

When we speak in noisy environments, or with people with Imgdadss, the lip and
facial movements often compensate the lack of quality auidie identification of the
speech with lip movement can be achieved using visual sgrsirsensing of the move-
ment and shape using mechanical sensors[4] or by relattmtvement and shape to
the muscle activity[2, 3]. Each of these techniques hasigths and limitations. The
video based technique is computationally expensive, reg@ camera monitoring the
lips and fixed to the user’'s head, and is sensitive to lightiogditions. The sensor
based technique has the obvious disadvantage that it esqhie user to have sensors
fixed to the face, making the system not user friendly. Thealeusonitoring systems
have limitations of low reliability. The other difficulty afach of these systems is that
these systems are user dependent and not suitable foedifigsers. This paper reports
the use of recording muscle activity of the facial musclegdtermine the unspoken
command from the user.

The paper has proposed techniques to overcome some of fteditims. The paper
has evaluated such a system for its limitations, and reflogtgariation between differ-
ent subjects. The paper reports the development and tedtthg use of using the rel-
ative contribution of the muscles when the spoken soundgavel-based phonemics.
The paper reports the analysis of the muscle activity wighcibrresponding sounds and
has identified the possible limitations and applicationsumth a technique with respect
to inter subject variations.

2 Theory

The aim of this research is to classify the surface recosdifighe facial muscle activity
with speech. For this purpose, the first step is to deterntieedle of the facial mus-
cles in the production of speech. There are number of magedpproduction models
that describe the mechanisms of speech productions.Fputipese of identifying the

shape of the mouth and the muscle activity with speech, im@itant to identify the

anatomical details of speech production.



2.1 Articulatory Phonetics

Articulatory phonetics considers the anatomical detaihefproduction speech sounds.
This requires the description of speech sounds in termsegpdisition of the vocal or-
gans. For this purpose, it is convenient to divide the speeuahds into vowels and con-
sonants. The consonants are relatively easy to define istefthe shape and position
of the vocal organs, but the vowels are less well defined asdrtay be explained be-
cause the tongue typically never touches another organ mia&ing a vowel[8].When
considering the speech articulation, the shapes of themdwting speaking vowels
remain constant while during consonants the shapes of thhnebanges. The vowel
is stationary, while the consonant is non-stationary.

2.2 [Face Movement Related to Speech

The face can communicate a variety of information includingjective emotion, com-
munitive intent, and cognitive appraisal. The facial muature is a three dimensional
assembly of small, pseudo- independently controlled mastips performing a variety
of complex orfacial functions such as speech, masticatiaa/lowing and mediation
of motion[7]. The parameterization used in speech is ugualterms of phonemes.
A phoneme is a particular position of the mouth during a soamdission, and corre-
sponds with specific sound properties. These phonemesnirctuntrol the lower level
parameters for the actual deformations. The required sbagfee mouth and lips for
the utterance of the phonemes is achieved by the controtlettaction of the facial
muscles that is a result of the activity from the nervousesyp$].

Surface electromyogram (SEMG) is the non-invasive recgydif the muscle ac-
tivity. It can be recorded from the surface using electrathes are stuck to the skin
and located close to the muscle to be studied. SEMG is a grd&sator of the muscle
activity and is used to identify force of muscle contractiassociated movement and
posture[1] . Using an SEMG based system, Chan et al[2] detmrated that the presence
of speech information in facial myoelectric signals. Kuraarl[3] have demonstrated
the use of SEMG to identify the unspoken sounds under céetralbonditions. There
are number of challenges associated with the classificafiomuscle activity with re-
spect to the associated movement and posture, such as gitvigrof the location
of electrodes, inter user variations, sensitivity of thetegn to variations in intrinsic
factors such as skin conductance, and to external factorsasitemperature, and elec-
trode conditions. Veldhuizen et al[5] demonstrated théatian of facial EMG during
a single day and has shown facial SEMG activity decreasedgltine workday and
increased again in the evening.

One difficulty with speech identification using facial mowemh and shape is the
temporal variation when the user is speaking complex tinmging sounds. With the
intra and inter subject variation in the speed of speakind,the length of each sound,
it is difficult to determine a suitable window, and when theparties of the signal are
time varying, this makes identifying suitable featuresdiassification less robust.The
other difficulties also arise from the need for segmentadia the identification of the
start and end of movement if the movement is complex. Whilé eathese challenges
are important, as a first step, this paper has consideredsthefusowel based verbal



commands only, where there is no change in the sound praglapiparatus, the mouth
cavity and the lips, and the nasal sounds can largely be égn&uch a system would
have limited vocabulary, and would not be very natural, botild be an important step
in the evolution. In such a system, using moving RMS thregitble temporal location
of each activity can be identified. By having a stationaryodgtarameters defining the
muscle activity for each spoken event, this also makes thegyhave very compact
set of features, making it suitable for real time classifozat

2.3 Facial Muscles for Speech

When using facial SEMG to determine the shape of the lips amdibuth, there is the
issue of the choice of the muscles and the correspondintidoaaf the electrodes. Face
structure is more complex than the limbs, with large numlb@nwscles with overlaps.
It is thus difficult to identify the specific muscles that aesponsible for specific facial
actions and shapes. There is also the difficulty of crossthia¢kto the overlap between
the different muscles. This is made more complex due to timpadeal variation in the
activation and deactivation of the different muscles. The af integral of the RMS
of SEMG is useful in overcoming the issues of cross talk amdi¢imporal difference
between the activation of the different muscles that maydmedo one set of electrodes.
Due to the unknown aspect of the muscle groups that are tediva produce a sound,
statistical distance based cluster analysis and backagedjpn neural network has been
used for classifying the integral of the RMS of the SEMG reaugs. It is impractical
to consider the entire facial muscles and record their ébattactivity. In this study,
only four facial muscles have been selected Thgomaticus Major arises from the
front surface of the zygomatic bone and merges with the reasa the corner of the
mouth. TheDepressor anguli oris originates from the mandible and inserts skin at an
angle of mouth and pulls corner of mouth downward. Thasseter originates from
maxilla and zygomatic arch and inserts to ramus of mandibkddvate and protrude,
assists in side-to-side movements mandible. Miegtalis originates from the mandible
and inserts into the skin of the chin to elevate and protrodest lip, pull skin into a
pout[6].

2.4 Features of SEMG

SEMG is a complex and non-stationary signal. The strengBEMG is a good measure
of the strength of contraction of the muscle, and can beaelad the movement and
posture of the corresponding part of the body. The most camynased feature to

identify the strength of contraction of a muscle is the roetam square (RMS). RMS
of SEMG is related to the number of active muscle fibres andateeof activation, and

is a good measure of the strength of the muscle activatiahttars the strength of the
force of muscle contraction.

The preliminary study by Chan et al. has demonstrated theepoe of speech in-
formation in facial EMG[2]. The timing of the activation offférent groups of muscles
is a central issue to identify the movement and shape of thehmand lips. The issue
regarding the use of SEMG to identify speech is the largeabdity of SEMG activity
pattern associated with a phoneme of speech. A differentteiamount of motor unit



activity was observed in one and the same muscle when differerds like p, b were
spoken in the same context[1].

The vowels correspond to stationary muscle activity, theataiactivity pre and post
the vowel is non-stationary. The other issue is the vamatidhe inter-subject because
of variation in the speed and style of utterance of the voWiile it is relatively simple
to identify the start and the end of the muscle activity esdatb the vowel, the muscle
activity at the start and the end may often be much larger tharmctivity during the
section when the mouth cavity shape is being kept constamgsponding to the vowel.
To overcome this issue, this research recommends the use iotégration of the RMS
of SEMG from the start till the end of the utterance of the viowbe temporal location
of the start and the end of the activity is identifiable usinaving window RMS.

Another shortcoming of the use of strength of SEMG is that dépendent on the
absolute of the magnitude of the recording, which can haxgelater experimental
variation. To overcome this shortcoming, this paper repitré use of ratios of the area
under the curve of SEMG from the different muscles. By takimg ratio rather than
the absolute value, the difficulty due the variation of thegniade of SEMG between
different experiments and between different individualevercome.

3 Methodology

Experiments were conducted to evaluate the performante @roposed speech recog-
nition from facial EMG by measuring the inter-subject véida on the system. The
experiments were approved by the Human Experiments Etloosn@ttee of the Uni-
versity. Experiments were conducted where electromydwy@BMG) activity of suit-
able facial muscles was acquired from the subjects speakirmyvels. As the muscle
contraction is stationary during the utterance, root meprae values of each of the
signals for the duration of the utterance was computed aed igs further analysis.

3.1 EMG Recording and Processing

Three male subjects participated in the experiment. Theraxent used 4 channel
EMG configurations as per the recommended recording goelgh]. A four chan-
nel, portable, continuous recording MEGAWIN equipment firMEGA Electronics,
Finland) was used for this purpose. Raw signal sampled a@ 8athples/ second was
recorded. Prior to the recording, the male participantseweruested to shave their
facial hair. The target sites were cleaned with alcohol wetts. Ag/AgCI electrodes
(AMBU Blue sensors from MEDICOTEST, Denmark) were mountedappropriate
locations close to the selected facial muscles. The muselested were the right side
Zygomaticus Major, Masseter & Mentalisand left sideDepressor anguli oris. The inter
electrode distance was kept constant at 1cm for all the eéiaiamd the experiments.

Controlled experiments were conducted where the subjeztsied to speak. Dur-
ing this utterance, facial SEMG from the muscles was recbr&&MG from Four
channels were recorded simultaneously. The recordinge wistally observed, and
the recordings with any artefacts typically due to looseteteles or movement, were
discarded.
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Fig. 1. Raw EMG signals recorded from Four muscles.

During the recordings, the subjects spoke the 3 English leowa/,/i/,/u/). Each
vowel was spoken separately such that there was a cleaasthend of the utterance.
The experiment was repeated for ten times. A suitable igsitime was given between
each experiment. The participants were asked to vary thealsng speed and style to
get a wide based training set. Fig.1 shows the raw EMG sigeakded from 4 channels
(muscles). Example of the raw EMG signal recordings ardeguicdis a function of time
(sample number) in Fig.1

3.2 Data Analysis

The first step in the analysis of the data required identifitime temporal location of
the muscle activity. Moving root mean square (MRMS) of theorded signal was
computed and thresholded against 1 sigma of the signallli®MRMS was computed
using a moving window of 20 samples over the whole signal.Zt& is an example of
the RMS plot of the recorded EMG signal. After identifyingethtart and the end of
the muscle activity based on 1 sigma, these were confirmeglys The RMS of the
SEMG between the start and the end of the muscle activityntagrated for each of the
channels. This resulted in one number representing thelenaistivity for each channel
for each vowel utterance. These were tabulated and all taengts were normalised
with respect to channel 1 by taking a ratio of the respectitegiral with channel 1. This
ratio is indicative of the relative strength of contractiohthe different muscles and
reduces the impact of inter-experiment variations. A destration of the computation
of the integral of RMS of SEMG is shown in Fig.2(b).

The paper reports the use of Durand’s rule[9] for computiveibtegral of RMS of
SEMG because it produces more accurate approximations straightforward family
of numerical integration techniques. Durand rule statas'ttet the values of a function
f(x) be tabulated at points; equally spaced bjt = ;11 — x;,50 f1 = f(x1), fo =
f(x2),... fn = f(zn). Then Durand’s rule approximating the integralfdf) is given
by the Newton-Cotes-like formula’
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Fig. 2. (2)RMS plot of the EMG signal (b)A sample to find the integral RMS.

/xn f(@)de = h(2/5f1 +11/10fa + fs+ ...+ fa—2 + 11/10fn_1 +2/5f,) (1)

The RMS values between the start and end of the muscle ctotraeas considered
asz; to x,,, where his the sample interval i.e;, 1 — ;.

3.3 Classification of Data

For each utterance of each vowel there were four numbergatederepresenting the
total muscle activity by the four muscles. After normalisatwith respect to the chan-
nel 1, this resulted in three set of numbers as the first charamalways one. As a first
step, this data for each subject and for the three vowelseandxperiments were plot-
ted on a three dimensional plot to visually identify any tdus. Data point from each
of the vowels were given a distinct symbol and colour for eafséisual observation.
This is shown in Fig.3.

The data from the ten experiments for each subject was diviltle two separate
sections; the training section and the test section. Eatiiesk sections had data from
five experiments. In the first part of the experiment, norssaliintegral RMS values of
5 recordings (for each vowel) for individual subject weredio train the ANN classi-
fier with back propagation learning algorithm. In the secpad of the experiment, the
neural network was trained using the data from the threesstdbimultaneously and
tested similarly. The architecture of the ANN consistedved hidden layers and the
20 nodes for the two hidden layers were optimized iteratidelring the training of the
ANN. Sigmoid function was the threshold function and theetyjb training algorithm
for the ANN was gradient descent and adaptive learning witihnentum with a learn-
ing rate of 0.05 to reduce chances of local minima. In thertgsection, the trained
ANNSs were used to classify the integral RMS values of 5 reiogsl of each vowel
that were not used in the training of the ANN to test the panfamce of the proposed
approach. This process is repeated for different subjébis performance of these in-
tegral RMS values was evaluated in this experiment by coimgpaine accuracy in the
classification during testing.
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Fig. 3. Three dimensional plot of the normalised values of different musdldgferent vowels.

4 Results and Observations

The results of the experiment report the performance oéudifit subjects in classify-
ing the integral RMS values of the 3 vowels. The three dimaraiplot between the

normalised area of the different muscle for different vasislshown in Fig.3. The plot
shows the different normalised values of vowels being sgpdrfrom each other as
clusters. It is evident from the plot that three differerdsd of vowels form clusters
that appear to be separate and distinct for each of the voWeis is a clear indication

that the three vowels are easy to separate using this ta@riidpe result of the use of
these normalised values to train the ANN using data fromviddal subjects demon-
strated easy convergence. The results of testing the ANMreatly classify the test

data based on the weight matrix generated using the traddtayis tabulated in Table
1. The accuracy was computed based on the percentage dftadassified data points
to the total number of data points. The results indicate aralivaverage accuracy of
80%, where it is noted that the overall classification of titegral RMS values of the
EMG signal yields better recognition rate of vowels for Fefiént subjects when it is
trained individually. The classification results for eaabject when trained individually

were analysed to determine the inter-subject variatios.dbserved that

— the classification accuracy for vowel /a/ for subject 1(8@harginally high when
compared with the other subjects.

— the classification accuracy for vowel /i/ for subjects 2&3¥8) is equal and mar-
ginally high when compared with the subject 1.

— the classification accuracy for vowel /u/ is equal for thesalbjects(100%).

The classification results for the subjects when traine@feubject and tested for a
differentis tabulated in Table 2. The results indicate thatoverall accuracy is poor. On
closer observations, it is observed that while the systeahlesto accurately identify the
utterance of ‘/u/’ (accuracy 80%); the error for separabieggveen ‘/a/’ and ‘/i/’ is poor.



11

Table 1. Classification results for different Subjects when trained and testeddndily.

Vowel Number of Utterances Correctly Classified Vowels
used for testing

Subject 1|Subject 2|Subject 3
la/ 5 4(80%) (3(60%) |3(60%)
hil 5 3(60%) |4(80%) |4(80%)
lu/ 5 5(100%) |5(100%) |5(100%)

This is also observable from the clustering in Fig.3. Thiggasts that while the system
is able to identify the differences between the styles o&kjpgy of different people at
different times, the inter-subject variation is high. Thigygests that the system would
be functional if trained for individual subjects.

Table 2. Classification results for different subjects when trained with a subjettested for
other subjects.

Vowel Number of Utterances Correctly Classified Vowels
used for testing
Subject 1|Subject 2|Subject 3|Total
lal 25 4 1 1 6(24%)
hil 25 3 2 1 6(24%)
lu/ 25 5 9 6 20(80%)

5 Discussion

The results indicate that the proposed method providestyetults for identifying the
unvoiced vowels based on the movements of facial musclesrddognition accuracy
is high when it is trained and tested for single user. The r@oyuof recognition is poor
when the system is used for testing the training network flosubjects. This shows
the large variations between subjects (inter-subjecttiarn) because of different style
and speed of speaking. This method has only been testedrfibedi vowels, because
the muscle contraction during the utterance of vowels rarsigtionary The promising
results obtained in the experiment indicate that this aggirds suitable for classify-
ing vowels based on the facial muscles movement of singlewisieout regard to the
speaking speed and style in different times. It should batpdithat this method at
this stage is not being designed to provide the flexibilityerfular conversation lan-
guage, but for a limited dictionary only. The authors woulkbdike to point out that
this method in the system is easy to train for a new user. liggssted that such a sys-
tem is suitable for simple commands for human computerfexterwhen it is trained
for the user. This method has to be enhanced for large setafiddn many subjects in
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future. The authors have also used this method for chechimgnter day variations of
facial muscle activity for speech recognition.

6 Conclusion

This paper describes a voiceless speech recognition agptbat is based on facial
muscle contraction. The experiments indicate that theegy$$ easy to train for a new
user. Speech generated facial electromyography signalsl essist HCI by disam-
biguating the acoustic noise from multiple speakers an#dracind noise. This paper
focused on classifying English vowels because pronumciaif vowels results in sta-
tionary muscle contraction as compared to consonants. dhmatised integral RMS
values of the facial EMG signals are used for analysis anskiflaation of these val-
ues is performed by ANN. The results indicate that the sysseraliable when trained
for the individual user, while the inter-subject variatisnarge. The system has been
tested with a very small set of phones, where the system teasdecessful, and ap-
pears to be robust despite variations in the speed of sppakie inter-subject variation
is high. The variation between different days and for a lagg of sounds is required
to determine the possible applications. One possible egjin for such a system is
for disabled user to give simple commands to a machine. Eytassibilities include
applications for telephony and Defence.
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