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Abstract. We propose an automated text summarization through sentence com-
pression. Our approach uses constituent syntactic function and position in the
sentence syntactic tree. We first define the idea of a constituent as well as its role
as an information provider, before analyzing contents and discourse consistency
losses caused by deleting such a constituent. We explain why our method works
best with narrative texts. With a rule-based system using SYGFRAN'’s morpho-
syntactic analysis for French [1], we select removable constituents. Our results
are satisfactory at the sentence level but less effective at the whole text level, a
situation we explain by describing the difference of impact between constituents
and relations.

1 Introduction

The amount of information available on the Web or in some compagnies, administra-
tions and laboratories is always increasing, thus hardening information retrieval on such
resources. Automatic summarization, aiming at considerably reducing the size of such
data, appears to be a good solution to ease this search. It does so by introducing a
smaller but relevant text, and thus shortens the choice duration of a request, concerning
text relevance acceptance.

The main idea of our research is to find text contraction bounds by sentence com-
pression without major content loss. Its originality relies on constituents syntactic func-
tion and position in the syntactic tree, to select deletable constituents.

In next section, we enumerate the main automatic summarization approaches, then
we compare those working at a finer granularity level (section 2); we then outline our
sentence compression method (section 3); we illustrate its effectiveness with experi-
menting a prototype application-applied to story/short novel texts (section 4); and fi-
nally we discuss about the results of this experiment and draw some perspectives (sec-
tion 5).

2 Summarization by sentence compression

In this article, we only focus on sentence compression.
[2] tackles the sentence compression problem by usimsy-channel model con-
sisting in making the following assumption: “We look at a long string and imagine
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that it was originally a short string, and then someone addate additional, optional
text to it. Compression is a matter of identifying the oraishort string.”. The aim is
then to locate this optional text and to remove it. To do se,ahthors use a Bayesian
probabilistic model trained on a corpus composed by doctsneith their summary.

[3] focuses on detecting and removing relative clauses lwhie preceeded by
clauses likeNP; Prep N P,, where NP; and N P, are noun phrases andrep is
a preposition. The purpose is to correctly attach the xedagiferent by choosing a wide
or local attachment.

These two approaches based on textual units shorter theenses do not take into
account the sentences constituents syntactic functiopasition in the syntactic tree.
In fact, function and position are naturally useful to helffpasing the constituents to
be removed. Moreover, such a technique is easily checkedimah examination.

3 Compression by pruning the syntactic tree

The starting point of our approach was the insight thatsentence constituents syn-
tactic function and position in the syntactic tree, plays a weighty role in the con-
stituentsimportance for text understanding. This insight comes from logical gram-
matical analysis. Indeed, some adjective phrases, adgrbic, are not systematically
needed to understand the main sentence meaning,

This approach needs a sentence morpho-syntactic anagsigeéction 3.1) and a
survey on constituents importance relative to their syiigdienction and position in the
syntactic tree (section 3.2). We present our system acthiin the section 3.3.

3.1 Themorpho-syntactic analyser

Since our working language is French, our experiments heaga bun on this language.
However, the same methods can be easily transposable tsEoglother languages
for which syntactic parsers have been developed.

We use the French morpho-syntactic parser called SYGFRANed on the op-
erational system SYGMART, both defined in [1]. SYGFRAN usesaasformation
rules set of structured elements, based on French grammesr futransforms a sen-
tence (raw text) in a syntactic tree (structured elementglead with information about
constituents. This parser has the following advantatjestastness: the analysis com-
plexity is O(k = n % loga(n)) wherek is the rules number and the text lengththe
robustness: SYGFRAN manages to produce a correct structure for at BG4t of the
different cases of French sentences syntaxes, for othes,c8GFRAN provides a
partialbut workable analysisthe production of a syntactic tree: much of the existing
syntactic analysis systems only achieve a basic lineairtggmd those providing a tree
are not robust enough relatively to the body of existing agtit constructions.

SYGFRAN takes a raw text input and produces a bracketedtstejcorrespond-
ing to the morpho-syntactic tree of each text sentence, iictwimany variables are
acquainted on the different constituents natures, syintAgtctions, canonical forms,
grammatical categories, tense, gender, number, etc.
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3.2 Function and Position

The constituents deletion test is addressed by many Frerachngar works to help
in attaching a syntactic function to a constituent. The i®stalidated if the resulting
sentence remains grammatically consistent. Howevewitig texts dealing with the
constituent importance in the sentence according to tlyaiastic function are rather
uncommon. Some recommendations are provided by linguistshere is no funda-
mental rule.

So we have proceeded in the following way. We have considdérese recom-
mendations as working assumptions and we have tried to sugiwon empirically.
Mel’ €uk, in his contemporary French analysis, speaks abouasynfunctions known
as governement (in the aftermath of Chomsky’s works). Constituents arel saibe
governors, if they are mandatory to grammatical coherence and to seatgemantics.
The sentence subject and its verbal group are governors ramangatical coherence
viewpoint.

We have noted three non-governor constituent categokiely Ito be deleted, ac-
cording to their syntactic function and their position: adhials, epithets and apposi-
tions. As we can see, they have a medium granularity levgboAjtions, when trans-
formed in relative clauses (noun complement) get a widenueaity level, thus in-
creasing the final compression ratio.

Adverbials. We have noticed that the most important adverbials wkamnporal and
purpose ones. They do answer the questions we deem the most imporaamtly
“When ?” and “In which purpose ?” In the case where a locatiovedulal is present
after the verb “to be”, deletion cannot be done. "to be” is dipalar verb, and must be
cautiously dealt with.

However, if several location adverbials are consecutilldyie one can be deleted
without major content loss Johnisinthe car, in the car park, near to the sweet shop.”
At last, adverbials located in interrogative sentencegapfo be extremely important
since they do issue the question.

Epithets. Adjectives, adjective phrases and some relative clausmsi(nomplement)

have an epithet function. In a way similar to adverbials, mvae epithet si located after
the verb “to be”, and more generally after a stative verbinitgortance considerably
increases, making deletion impossible.

Also, we have noticed that when the epithet is located in apdwase in which the
determiner is a definite article, then its deletion is diffictihe reason is the definite
article is used to speak about a specific entity and , thusdaba apithet allows to dif-
ferenciate this entity from others.

Appositions. Apposition may be of different types and might appear asa pbuase, a
pronoun, a relative clause, a present participle clausasggarticiple clause, an infini-
tive clause.In the first three cases, constituents can lily dateted. Participle clauses
can be deleted too, but with a more important content logbdiatter case, deleting the
clause appears to be more difficult, because the infinitevese systematically provides
an important information completing the subject.
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3.3 Architecture

Our system architecture is outlined in figure 1. It relies brr@ansiderations provided
in the preceding section about the importance of constitiiera sentence. It is based
on a parser output in the form of syntactic trees, and praglasean output, a text
coloration of the deletable segments according to comstituhierarchy. The way the
system works is: source text is fed to SYGFRAN, which in tunoduces syntactic trees.
Then, the textual segment selection/coloration moduls tieefollowing information to
accomplish the selection: the source text, syntactic medsvariables/values provided
by SYGFRAN, the size/loss ratio threshold not to exceedidprovided by the user or
defined by the application type and last, the constituerésten rules set, to achieve
the different constituents selection iterations until #iee/loss ratio is satisfied. The
selected constituents are then deleted.
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Fig. 1. From the source text to the compressed text: our sentence compregsiem
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4 Experiment

We have have implemented a part of our theory in a computegrano to assess the
effectiveness of such an approach. We have defined a systeghasic rules, based
on our experimental survey’s results (section 3.2).

Our current prototype only performs one iteration. The fitep consists in coloring
deletable constituents. A color is assigned to each coestitype. So it is easy to assess
rules quality on the processed text before actually dejetiese constituents.

In the second step, colored segments are deleted to prdueisemmary. The cho-
sen textis a French Haitian story. We have chosen a Frentheaeause the current rules
set of SYGFRAN allows it to analyze only French sentenceg. rEason of choosing
this story is that SYGFRAN produces a correct syntax fortadl sentences of this text
and because it is a well-sized, good representative of granhiarrative text. The col-
oration result of a story part is presented in the figures € @tiignial French version)
and 3 (the English translated one).

5 Discussion

With our current rule set, our method has allown us to delgpeaximatively34% of the
full text. We can note a light discursive content and coheedass, which is more than
satisfactory relatively to current automatic summarizéfsreover, the grammatical
consistency is preserved. We think our rules can be moreegfiout there is a lack
of linguistic information in this domain. For this text, SFTRAN provides us correct
syntactic trees, but variable values are not systematitralé and full. For adverbials,
SYGFRAN only specifies the object semantics for the tempemdllocative ones. The
other somehow lack semantic information.

Selecting rules of deletable constituents can be more cefimeording to con-
stituent function and especially to text types. Concerrhiig subject, we project to
carry out experiments on more texts dealing with more diffiétypes. However, sen-
tence compression is not sufficient to produce a summary afisf\gng size in most
application cases. As we have already seen, compressiatiygdepends on the text
type. So we consider our intra-sentential approach as orkeofasks to perfom in
the automatic summary production, in complement with o#pgroaches working at a
granularity level at least as big as sentences.

6 Conclusion

Current automatic summarization approaches use infoomatich as term frequency,
lexical relations, POS tags, probabilistical learningieag, texts rhetorical structure,
however, none of them use batbnstituents syntactic function and position in the
syntactic tree as our is able. Our approach has started by a survey on thensent
constituents importance. The deletion criterion evakidie contents and coherence
loss generated by constituents deletion. The selectiteriom is based on constituents
syntactic function and position in the syntactic tree. itwe texts (novels, stories, ...)
appeared to be the most suitable for such an approach. Wentihadeled a sentence



Au bout d’'un moment elle bougea et marmonna: “Quelle sorte de rtiedonc pou
durer si longtemps ?” Mais elle se rendorpércegu’il faisaitaussinoir qu’au cceur|
dela nuit dansla maison Finalementlle se éveillaensursauet se mita chercher se
vétementsCourantdetouscotés,elle arracha ce que Maui avait foamtanslesfentes
Mais c’était le jour! Le grand jour! Le soledtait ceja hautdansle ciel ! Elle s’emparg
d’un morceau de tappoursecouvrir et se sauvaela maison enpleurantala penge
d’avoir &t ainsitrompéepar sespropresenfants. Samerepartie,Maui bonditprésdu
storequi sebalancgaiencoredesonpassaget regardaarl’ouverture Il vit qu’elle était
déja loin, surla premirepentedela montagnePuis elle s’argta, saisit pleinesmains
un arbuste de tiare Tahiti, le soulestaun coup un trou apparut, elle s’y engouffra
remit le buisson en placemmeavant
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Fig. 2. Our text coloration/compression, original French version

After a moment, she stirred and muttered; "what type of a night it is to bergg ?
But she went back to sledqecausé wasasdarkin thehouseasin thecoreof thenight
. Finally she woke upvith astartand began to look for her clothd®unningeverywhere
she tore up what Maui had slipped irttee holes It was day ! The full bright day ! Th
sun was already higbp in the sky! She took a piece of tap@ coverherself and fled
from homeweepingat thethoughtthatshehadbeenso deceivedoy herown children
His mothergone Maui jumpedcloseto the window shadethatwasstill moving after
herand lookedhroughthe openning He saw that she was already far awagthefirst
slopeof themountain Then she stopped, grabbed a Tabhiti tiara bushtitteherwhole
armsand lifted it upcompletely: a hole appeared, and she rushed in and then py
bushtree backke before

Maui sprang ugrom the houseas quickly aspossible climbed up the abrupt slope
stumblingandfalling on his hand becauséis eyes;verekepton thetiarabushtree
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Fig. 3. Our text coloration/compression, English translated version

1%

165

t the



166

compression system based on constituents deletion. Tagar®f a rule system based
on our model has allowed us to assess the feasibility of snchparoach. We first
have colored the constituents according to selection ridesrder to judge the rele-
vance of each rule. Our method managed to delete approxeha84% of the test text,
while preserving a good grammatical coherence. We thusledathat our compres-
sion could be useful when used as one of the tasks of a widemaitic summarization
process, either as a first-phase running summarizatiors ampast-phase, after having
removed larger chunks of text. We plan to augment accurad¢gxbfsentences prun-
ing by running our system on important narrative text coapéind heuristics for wider
portions of text deletion based on rethorical informatice text types or domains to
introduce specific summary rules (scientific articles inackhitles might help to delete
wide portions of text). All this, naturally, will be sortediband put into a more sophis-
ticated system to provide a better set-up for summarizdtyocompression.

References

1. Chauck, J.: Un outil multidimensionnel de I'analyse du discours. In: Coling®éndford
University, California (1984) 11-15

2. Knight, K., Marcu, D.: Summarization beyond sentence extractigmobabilistic approach
to sentence compression. Atrtificial Intelligence arctigg(1) (2002) 91-107

3. Siddharthan, A.: Resolving relative clause attachment ambiguitieg osichine learning
techniques and wordnet hierarchies. In: 5th National Colloquium fon@idational Linguis-
tics in the UK (CLUK 2002). (2002) 45-49



