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Abstract: Data mining, also known as knowledge discovery in databases, is the process of discovery potentially useful,
hidden knowledge or relations among data from large databases. An important topic in data mining research
is concerned with the discovery of association rules. The majority of databases are distributed nowadays.
In this paper is presented an algorithm for mining fuzzy association rules from these distributed databases.
This algorithm is inspired from DMARistributedMining of Association rules) algorithm for mining boolean
association rules.

1 INTRODUCTION 2 PROBLEM DEFINITION

Data mining, also known as knowledge discovery in 2-1 ~Sequential problem definition
databases, is the process of discovery potentially use-

ful, hidden knowledge or relations among data from The formal problem definition as in (Chan Man Kuok,
large databases. An important task in data mining 1998) is the following:

process is the discovery of association rules. An LetDB = {t4,...,t,} a transactional database.
association rule describes an interesting relationshipWe consider that this database is characterized by a
among different attributes. set of categorical or quantitative attributes (items).

The task of discovering association rules was first L€t Z = {i1, ..., i, } the set of these attributes. We
introduced in (Agrawal R., 1993). Many of pro- Note Wl.th dom(iy) the domam of values for the at-
posed algorithms for mining association rules are se- tribute iz For each attributey, (k = 1,...,m)
quential algorithms. The most popular are: Apri- We Wil considern(k) associated fuzzy sets. Let
ori (Rakesh Agrawal, 1994), DHP, DIC. The basic F;, = { ilk,...,fi’]’c(k)} be the set of fuzzy sets. For
problem of finding fuzzy association rules was intro- an attributei, and a fuzzy sep"i, the membership
duced in (Chan Man Kuok, 1998). function isy: ., . /

Mining association rules based on fuzzy sets can i
handle quantitative and categorical data, providing the Definition 2.1. We call fuzzy itemsetthe tuple
necessary support to use uncertain data types with ex-(X; Fx), where X C Z, and Fx is a set of fuzzy
isting algorithms. Today the majority of databases are Sets associated with items from. A fuzzy itemset
distributed. The records of transactions correspond- (X, Fx) is calledk-fuzzy itemseif the number of at-
ing to each customer operation registered in a storestributes fromX is k.
chain distributed in many locations form an example pefinition 2.2. A fuzzy association rulés an im-
of such databases. The main problem here is to dis-plication with following formX € A = Y € B,
cover the association rules from this distributed data. where X,y € 7, X nY = 0, X = {z1,..., 2},

In this paper we introduce an algorithm for mining Y = {y1,...,y,}. A4 = {a1,...,a,} and B =
fuzzy association rules from these distributed data- {b1,...,b,} are fuzzy sets related to attributes from
bases. This algorithm is an adaptation of DMA al- X, respectivelyY. More exactly,a; € F,,, (i =
gorithm used here for mining fuzzy association rules. 1,...,p),andb; € F,,, (i =1,...,q).
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We denote this rule withX, A) = (Y, B). The confidence of the rule is defined as the fraction

The intuitively signification of this fuzzy associa- Petween the value of fuzzy support of the fuzzy item-
tion rule (X, A) = (Y, B) is: "if a transaction (tuple) set(Z, C) and the value of fuzzy support of the fuzzy
satisfies the propertiX € A then it will satisfy the itemset(X, A).

propertyY € B with a high probability also”. Lemma 1. If a fuzzy itemsetX, Fx) is a large fuzzy
Definition 2.3. The fuzzy support valueof itemset ~ itemsetinDB, Y C X, Fy C Fx, then also fuzzy
(X,Fx)inDBis: itemsetsY, Fy) are large inD5.
3 I1 o, (tilz;]) From the above lemma we can draw the conclusion
FSix pyy = LEDB - e eX a1 I that any fuzzy subitemset of a large fuzzy itemset is
’ DB also large.
where The problem of sequential mining of fuzzy associ-

ation rules can be decomposed in two subproblems:
1. find all large fuzzy itemsets

2. generate the fuzzy association rules from the large
fuzzy itemsets founded

_ ) Hay (ti[xj])’ if Ha; (ti [1,‘]]) > w
o, (tiles]) = {O, otherwhise

andw is a user specified minimum threshold for the
membership function. Thus, the values of member-

ship functions lesser than this minimum threshold are ~ The ~ majority of ~algorithms  for  mining
ignored. fuzzy association rules (see (Gyenesei, 2000),

(Hong T.P., 2000)) are based on the algorithm

Definition 2.4. A fuzzy itemsetX, Fx) is called Apriori (Rakesh Agrawal, 1994).

a large (frequent) fuzzy itemsdf its fuzzy support

value is greater than or equal to the minimum support . N

An association rule is considerediaterestingif it -
has enough support and high confidence value. Thist€t PB = {DB1, DBy,...,DB,} be a distributed

association rule can be encountered under the namedatabase over sitessy, SQ? + o9 We deno'ge with
strong rule D the number of transactions froM3, and withD;

. L X . the number of transactions fro®5;, for all i =
Problem 1 (Sequential Mining Fuzzy Association |

Rules) Given the databas®B characterized by a ¥ ’n _ .

set of attributesZ, the fuzzy sets associated with at- Definition 2.8. For a given fuzzy itemsgtX, Fix)
tributes fromZ, w the minimum support threshold for We callglobal fuzzy support valuéhe fuzzy support
membership function, the minimum support threshold V&lue of(X, Fx) in DB defined as:

(minsup) and the minimum confidence threshold ol
(minconf), extract all interesting fuzzy association FS — Ltiens 1l ex o, (tili])
rules WoEo DB

Definition 2.5. Let (X, A) = (Y,B) be a fuzzy  andglobal fuzzy support counin D3 is defined as:
association rule. Thduzzy support value of the

rule is defined as fuzzy support value of the itemset CFSixroy= Y, || aatilz;])
{X,Y},{A, B}): t,eDBa;eX
FS(x,ay=(v.B) = FS((x,v}.{4,B) Definition 2.9. For a given fuzzy itemséX, F'x) and

Definition 2.6. A fuzzy association rule is called a a databaseDB; we calllocal fuzzy support value in
frequent ruleif its fuzzy support value is greater than D B; the fuzzy support value oK, Fx) in DB; de-

or equal to the minimum support thresholdisup), fined as:
namelyF'S > minsup.
Y. (X,A)=(Y,B) = D . . > i.epB, HachX Qa; (ti[z;])
Based on discovereldrge fuzzy itemsetae can FSix rey =

generate all possible frequent rules, but in order to be |DB;|
interestingthey must have a high confidence value.  andlocal fuzzy support counin DB; is defined as:
Definition 2.7. Let (X, A) = (Y, B) a fuzzy associ-

ation rule. Thefuzzy confidence valuef the rule is CFSix py) = Z H , (ti7;])
defined as: t,€DB; x;€X
_ FSizc) Let minsup be the minimum support threshold.
FCx.ay=(vB) = Fg - . .
(X,4) Definition 2.10. A fuzzy itemse{X, Fx) is called
whereZ = {X,Y} andC = {4, B} global large fuzzy itemset F'S(x r,y > minsup.
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Definition 2.11. A fuzzy itemsetX, Fx) is called
local large fuzzy itemset at sit8; if FSfX7 Fx) 2
minsup.

Definition 2.12. If a fuzzy itemsetX, Fx) is both
globally large and locally large at a sit§;, it is called
gl-large fuzzy itemset at sit§;.

In the following, we will denote withl, the set of
all globally large fuzzy itemsets iP5, and withL
the set of all globally largé-fuzzy itemsets irD.

Problem 2 (Distributed Mining Fuzzy Association

Rules) Given the set of itens, the distributed data-

baseDB = {DB;,DB,,...,DB,}, the fuzzy sets

associated with attributes from, the minimum sup-

port threshold {ninsup) and the minimum confidence
threshold (nincon f), extract all global fuzzy associ-
ation rules.

3 THEDISTRIBUTED
ALGORITHM

In (Cheung D.W., 1996), the authors proposed a DMA
algorithm for mining boolean association rules from
distributed databases.

3.1 Generate set of candidate fuzzy
itemsets

The candidate fuzzy itemsets reduction is made on the

basis of the properties of the global large fuzzy item-

sets and local large fuzzy itemsets subsequently pre-

sented:

Lemma 2. If a fuzzy itemsetX, Fx) is locally large
at a siteS;, then all its subsets are also locally large
at site.S;,

Lemma 3. If a fuzzy itemse{ X, Fx) is globally
large, then there exist a sit;, (1 < ¢ < n), such
that (X, Fx) is locally large at siteS;.

Lemma 4. If afuzzy itemsetX, Fix) is gl-large fuzzy
itemset at a sit&;, (1 < i < n), then all its sub-fuzzy
itemsets,(Y, Fy), Y C X, are also gl-large fuzzy
itemsets at site;.

We useG L to denote the set of all gl-large fuzzy
itemsets at site);, andGLfk) to denote alk-gl-large
fuzzy itemsets at sits);.

Lemma 5. If (X, Fx) € L, (i.e. is a globally
large fuzzyk-itemset), then there exists a sitg,
(1 <4 < n)suchthat(X, Fx) and all its (k-1) sub-
fuzzy itemsets are gl-large fuzzy itemsets at$ite

Like in the DMA algorithm, which is an adapta-
tion of the Apriori algorithm, atk-th iteration, the

FuzzyApriori_Gen function onL_;). We denote
this set byC'A ;). More exactly,

C Ay = FuzzyApriori_ Gen(L;_1)).

For each siteS;, (1 < i < n), we denote with
CGEk) the set of candidate fuzzy itemsets generated

applyingFuzzyApriori_Genon GLfkq)- ie.,

CG(;, = FuzzyApriori Gen(GL{;_,)).

BecauseGL{;, ;) C L¢-1), thenCG{,) is a
subset ofCA). Following, we denoteCG;) =
UL, €G-
Theorem 1. For everyk > 1, the set of all globally
large k-fuzzy itemsetd, ;) is a subset oG ;) =
UL, €G-

Applying the Theorem 1 the result is that we can
use the seCG 4, which is a superset af ), as a
candidate set instead 6fA ), and could be much
smaller thatC' A ;).

Thus the candidate set fdx;,) will be generated at
k-th iteration in the following manner: first the set of
candidate seté’sz,) can be generated locally at each

site S;. After this step, sites exchange fuzzy support
count and compute the set of gl-large fuzzy itemsets
GLE,C). Based orGL’Ek), the candidate fuzzy itemsets

at.S; for (k 4+ 1)-stiteration can then be generated.
3.2 Local pruning of candidate sets

The Lemma 3 can be used to perform a local prun-
ing of the set of candidate fuzzy item sets. At a site
S;, after the set of candidate fuzzy itemsét§' ;) is
generated, in order to find if a candidate fuzzy itemset
(X, Fx) € OGfk) is gl-large fuzzy itemset, the fuzzy
support count must be requested from all other sites.
We can prune this request for fuzzy support count for
some candidates using a local pruning technique. The
basic idea is that at sit€;, if a candidate fuzzy item-
set(X, Fx) € CGZ('k) is not locally large at site5;,
there is no need fob; to compute global support to
find out if it is globally large. This is possible because
in this case, eithe{X, Fx) is not globally large, or

it will be locally large at some other site, and hence
only the sites wheréX, Fx) is locally large need to
be responsible to find its global support count. We use
LLék) to denote those fuzzy candidate itemﬁ@ék)

which are locally large at sit8;.

3.3 The algorithm outline

In Algorithm 1 is presented in detail the FUZZY-

set of candidate sets is obtained by applying the DMA algorithm for distributed mining of association
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Algorithm 1 FUZZY-DMA
INPUT:

DBy, ..
minsup - the minimum support threshold.

., DB, - the database partition at each site.

F - the set of fuzzy sets associated with attributes from

T
OUTPUT:

L - the set of all globally large fuzzy itemsetsis.
METHOD: For allk > 1, iterates the following algorithm
distributively at each sit&;. At the end of each step a syn-
chronization is required to develop global count. The al-
gorithm terminates when eithd¥, returned is empty or
candidateC'G () = 0.
if K =1then

Ty = Get_Local _Fuzzy-Count(DB;,0,1)

(1)
. else _
CGy = Ui CGly,y = _
= Uiy Fuzzy_ Apriori Gen(GL{,_ 1))
T(ik) = Get,Local.,Fuzzy,Count(DBi, CG iy, 1)
s forall (X, A) € CGY, do
if CFSZX7A> > minsup X D; then
insert(X, A) into LL{,
{Broadcast support count request to compute global
fuzzy support courjt
cforj=1,...,n;j #i¢do .

Broadcast_-Count_Request(LL{yy, S;)

{Receive support count requést
forj=1,...,n;j#ido _

receiveL. L, , extractC''S(x 4, fromT,, and send

to Sj
{Compute global fuzzy support coynt
forall (X, A) € LL{, do

receiveCFS{XYM from sitesS;, wherej # i

CFS(x,a =301 CFS{’XA>

if CFS(x 4y > minsup x D then

insert(X, A) into G,
broadcastr{;, { Compute global ) }
receiveG{k) from all other sitesS;, (i # 7)
Liky = U1 Gy,
return Ly,

RwbRE

N a

11:
12:

13:
14.
15:
16:
17:
18:
19:

20:
21:

rules. At every iterationi-th iteration), each sité;
computes the set of gl-large fuzzy itemsétsl('k) on

the site, and from these computes the set of all glob-
ally large fuzzy itemsetg, ;).

Initially, each siteS; generates the complete global
candidates fuzzy itemsetsG ) using the globally
(k—1)-fuzzy itemsets[(,_1), generated at the end of
stepk — 1, and locally large candidate fuzzy itemsets
based on gl-large fuzzy itemsets found at siteat
(k — 1) step applying functiofruzzyApriori_Genon
GLZ(',C_U (candidate sets generation).

For each(X, A) € CG(y), scan the databadeB;

to compute the local fuzzy support coutit'S  x a)
and store it into the hash tréﬁ(’ik) using function

GetlLocal FuzzyCount and generate set of locally
large fuzzy itemset& L{, . After this, S; broadcasts
the candidate fuzzy itemsets frth}‘ i t0 other sites
to collect fuzzy support counts. The fuzzy support
counts are needed to compute global support counts
and generate set of all gl-largefuzzy itemsets at site
S;.
Finally computed gl-large fuzzy itemsets are broad-
casted to all other sites, and these can compyte

The algorithm is stopped when eithgy;, returned
is empty or candidate s€tG ;) is empty.

4 CONCLUSION

In this article, it is proposed an algorithm for min-
ing fuzzy association rules from distributed databases
more efficiently than a sequential algorithm. In the fu-
ture, we will study the means of automatically finding
of fuzzy sets associated with database attributes. The
other direction of improvement is related to the study
of new relationships between local and global large
itemsets in order to reduce the number of messages
exchanged among sites.
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