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Abstract: The aim of this work is to put together two methods in order to improve the solutions for the problem of
3D geometry reconstruction from a stereoscopic pair of images. We use a method that we have developed in
recent works which is based on an energy minimisation technique. This energy yields a partial differential
equation (PDE) and is well suited for accurately estimating the disparity maps. One of the problems of this
kind of techniques is that it depends strongly on the initial approximation. For this reason we have used a
method based on graph–cuts which has demonstrated to obtain good initial guess.

1 INTRODUCTION

In this paper we have put together two methods for
computing disparity maps. The first one is based
on graph–cuts energy minimisation (Kolmogorov et
al., 2001), (Boykov et al., 2004). This method has
demonstrated to give good results in integer precision
which is enough for a set of applications. If we are
looking for better accuracy then it is necessary to use
a different technique. In this case we use a method
that we have developed recently and which is de-
scribed in paper (Alvarez et al., 2002). We have also
implemented a similar method for optical flow esti-
mation which is explained in (Alvarez et al., 2000).
These methods are based on an energy minimisation
approach. When we minimize the energy we obtain
a system of PDEs which are then embedded into a
gradient descent method to obtain the solution. One
of the problems of these methods is that they need a
good initial approximation in order to obtain a pre-
cise solution. In previous works we have always used
a correlation based technique to compute this approx-
imation. Comparing graph–cuts and correlation based
methods the first one provides more stable solutions.

In this paper we show that the combination of
graph–cuts and PDE based methods improves the ac-
curacy of the solution with respect to other initial ap-
proximation techniques such as correlation. In the
experimental results we compare numerically the dif-
ferent approaches through a synthetic sequence of a

cylinder and also we show several results for a real
stereoscopic pair of images – the Tsukuba sequence.

2 GRAPH-CUTS METHOD

The minimum cut/maximum flow algorithms on
graphs emerged as an increasingly useful tool for ex-
act or approximate energy minimisation in low-level
vision. Stereo is a classical vision problem where
graph-based energy minimisation methods have been
successfully applied. The goal of stereo is to com-
pute the correspondence between pixels of two or
more images of the same scene obtained by cameras
with slightly different view points. Any stereo im-
ages of multi-depth objects contain occluded pixels.
The presence of occlusions adds significant technical
difficulties to the problem of stereo.

The energy function for a configurationf is of the
form

E(f) = Edata(f) + Eocc(f) + Esmooth(f) (1)

The three terms here include

• a data termEdata, which results from the differ-
ences in intensity between corresponding pixels;

• a occlusion termEocc, which imposes a penalty for
making a pixel occluded; and
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• a smoothness termEsmooth, which makes neigh-
boring pixels in the same image tend to have simi-
lar disparities.

3 ENERGY BASED METHOD

The method we use in this paper is energy based. It
has the following features:
• We consider a weakly calibrated stereoscopic sys-

tem. The stereoscopic system is not calibrated and
only the knowledge of the so-called fundamental
matrix is known.

• This method addresses the problem of accurately
determining the dense disparity map while regular-
izing it along the contours of the gray level image
and inhibiting smoothing across the image discon-
tinuities.

• We apply a multi–resolution scheme in order to
avoid convergence to irrelevant minima.
The energy function that we propose for 3D geom-

etry reconstruction is as follows:

E(λ) =

∫

(Il(x) − Ir(x + h(λ(x)))
2
dx

+ C

∫

Φ(∇Il,∇λ) dx. (2)

In this case we have a matching function,h, that
depends on a scalar function,λ. This scalar function
represents the displacement of pixels on the epipolar
lines. In this caseΦ(∇Il,∇λ) = ∇λt ·D (∇Il) ·∇λ,

D (Il∇) is a regularized projection matrix perpen-
dicular to∇Il,

D (∇Il) =
1
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·
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(3)

whereId denotes the identity matrix. This projec-
tion has been introduced by Nagel and Enkelmann in
the context of optical flow estimation.

After minimising this energy and applying a
gradient descent method we obtain the following
diffusion–reaction PDE:
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(4)

The details of this method could be found in paper
(Alvarez et al., 2002).

4 COMBINING GRAPH-CUTS
AND STEREOFLOW METHOD

In this section, we explain how the graph-cuts (kz2)
and the previous explained PDE (stereoFlow) meth-
ods work together for estimating the dense disparity
map. The graph-cuts method labels the image obtain-
ing a disparity map in integer precision. The stere-
oFlow method obtains a disparity map in float preci-
sion. To improve the perfomance of our method, we
do not apply the graph-cuts method in the input pair
of images. Using a pyramidal approach we scale the
image”n” times. The number of scales is a parameter
defined by user.

The basic idea of embedding our method in a pyra-
midal approach is as follows: we replace the images
Il andIr by Iσ

l := Z(Il) andIσ
r := Z(Ir), where

Z(. . .) is the zoom operator. Thus, we do a2X
zoom over each image. We start with a large ini-
tial scaleσ0. Next, we choose a number of scales
σn < σn−1 < · · · < σ0 and for each scaleσi we do
a zoom. When we reach last scale (σn), we compute
the disparityλσn

with kz2 or with a correlation based
technique. Thus, we have an initial approximation.
Next, we compute the disparityλσi

as the asymptotic
state of the above PDE with initial dataλσi+1

. So, the
disparity ofIl andIr is defined byλσ0

. In Fig. 1, we
see an example how this algorithm works.

Both correlation–based and graph-cuts methods
spend much CPU time to compute the disparity maps.
As we can see in Fig. 1, the kz2 is applied at the
smallest size of the images, so we assure that it is car-
ried out faster than at larger images. Then the stere-
oFlow technique is applied in the rest of the scales.

5 EXPERIMENTAL RESULTS

In this section we present a comparison between the
graph–cuts stereo method (kz2) and the combina-
tion of our method (stereoFlow) with different ini-
tial approximation (such as kz2 or correlation based
technique). We have used two datasets in our tests:
a stereoscopic pair from the University of Tsukuba
(Fig. 2) and a stereoscopic pair of a synthetic cylin-
der (Fig. 6).

In paper (Kolmogorov et al., 2001), the head of
Tsukuba was used to show the results obtained with
graph-cuts stereo method (kz2) in comparison with
similar methods. We have used the same dataset to
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Figure 1: Combination of kz2 and stereoFlow algorithms

Figure 2: Stereoscopic pair for the Tsubuka sequence.

Figure 3: Disparity map obtained through kz2.

Figure 4: Disparity map obtained through correlation +
stereoflow.

show how our algorithm improves the initial approxi-
mation given by kz2 (with/without scales).

The number of zooms defined by user depends on
the scene motion. An overzooming (or overscaled)
gives us a bad initial approximation, so our method
converges to irrelevant local minima. In Fig. 3 we can
see the disparity map obtained by kz2. Both correla-
tion based techniques and graph-cuts methods spend
much CPU time so we must decide between a few or
large number of scales.

We have tested our method using the synthetic
cylinder dataset to compare its accuracy with differ-
ent initial approximations. For the initial value we
consider two possibilities. The first one is to use the
result of a simple classic method for estimating the
disparity, for instance a correlation based technique.
The second one is to use a graph-cuts method which
gives us a disparity map in integer precision.

We have computed the euclidean error between the
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Figure 5: Disparity map obtained through kz2 + stereoflow.

Figure 6: Stereoscopic pair for the synthetic cylinder.

Table 1: Euclidean error obtained with cylinder images for
various tests.

Euclidean error

Method Disparity range

Scale=0 Scale=1
kz2 0.24 0.24
Corr+StereoFlow 0.22 0.21
kz2+StereoFlow 0.20 0.19

output of our algorithm and the ideal disparity map,
to see the accuracy of our method. In the table 1
we show the results obtained by the combination of
a correlation–based method with stereoFlow, the re-
sult for the kz2 and the result for the combination of
kz2 and stereoFlow.

From these results we may appreciate that the com-
bination of correlation and stereoFlow method gives
better results than the kz2 method and that the com-
bination of kz2 and stereoFlow improves the solution
of the correlation–based one.

In this table we compare the solution for two dif-
ferent configurations: In the first one the pyramidal
scheme is reduced to only one scale (Scale = 0) and
in the second one we use two scales (Scale = 1). If we
compare them, we may conclude that the use of the
pyramidal approach improves the solutions for both
methods (correlation + stereoFlow and kz2 + stere-
oFlow) and that the result for kz2 + stereoFlow is still
better than using the correlation–based method.

In figures 8 and 10, we see the visual results for the
synthetic cylinder obtained for each method. Look-
ing at the figures the result obtained with the latter is
smoother and more accurate. All the experimental re-
sults are improved with the combined method and in
most cases the improvement is greater than a 16% for
the euclidean error for the same scale.

6 CONCLUSIONS

In this work we have combined two different tech-
niques on disparity maps estimation in order to obtain
more accurate and reliable solutions. We have used
a pixel precision method based on graph–cuts as ini-
tialization for another method based on PDEs. The
latter depends on an initial approximation which is
supported by the former one. The solution we obtain
is in float precision and the accuracy is considerably
improved. We have compared the combination of the
PDE and graph–cuts with the combination of the PDE
and a correlation–based method. We may conclude
that the use of the kz2 at the first stage provides better
results than the correlation method.
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Figure 7: Ideal disparity map for the cylinder images.

Figure 8: Disparity map obtained through kz2.

Figure 9: Disparity map obtained through correlation+

stereoFlow.

Figure 10: Disparity map obtained through kz2 + stere-
oFlow.
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